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Abstract

In order to advance action generation and creation in robots beyond simple learned
schemas we need computational tools that allow us to automatically interpret and
represent human actions. This paper presents a system that learns manipulation
action plans by processing unconstrained videos from the World Wide Web. Its
goal is to robustly generate the sequence of atomic actions of seen longer actions
in video in order to acquire knowledge for robots. The lower level of the system
consists of two convolutional neural network (CNN) based recognition modules,
one for classifying the hand grasp type and the other for object recognition. The
higher level is a probabilistic manipulation action grammar based parsing module
that aims at generating visual sentences for robot manipulation. Experiments con-
ducted on a publicly available unconstrained video dataset show that the system is
able to learn manipulation actions by “watching” unconstrained videos with high
accuracy.

1 Introduction

The ability to learn actions from human demonstrations is one of the major challenges for the de-
velopment of intelligent systems. Particularly, manipulation actions are very challenging, as there is
large variation in the way they can be performed and there are many occlusions.

Our ultimate goal is to build a self-learning robot that is able to enrich its knowledge about fine
grained manipulation actions by “watching” demo videos. In this work we explicitly model actions
that involve different kinds of grasping, and aim at generating a sequence of atomic commands by
processing unconstrained videos from the World Wide Web (WWW).

The robotics community has been studying perception and control problems of grasping for decades
[12]. Recently, several learning based systems were reported that infer contact points or how to
grasp an object from its appearance [11, 8]. However, the desired grasping type could be different
for the same target object, when used for different action goals. Traditionally, data about the grasp
has been acquired using motion capture gloves or hand trackers, such as the model-based tracker of
[10]. The acquisition of grasp information from video (without 3D information) is still considered
very difficult because of the large variation in appearance and the occlusions of the hand from objects
during manipulation.

Our premise is that actions of manipulation are represented at multiple levels of abstraction. At
lower levels the symbolic quantities are grounded in perception, and at the high level a grammatical
structure represents symbolic information (objects, grasping types, actions). With the recent devel-
opment of deep neural network approaches, our system integrates a CNN based object recognition
and a CNN based grasping type recognition module. The latter recognizes the subject’s grasping
type directly from image patches.
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The grasp type is an essential component in the characterization of manipulation actions. Just from
the viewpoint of processing videos, the grasp contains information about the action itself, and it can
be used for prediction or as a feature for recognition. It also contains information about the beginning
and end of action segments, thus it can be used to segment videos in time. If we are to perform the
action with a robot, knowledge about how to grasp the object is necessary so the robot can arrange
its effectors. For example, consider a humanoid with one parallel gripper and one vacuum gripper.
When a power grasp is desired, the robot should select the vacuum gripper for a stable grasp, but
when a precision grasp is desired, the parallel gripper is a better choice. Thus, knowing the grasping
type provides information for the robot to plan the configuration of its effectors, or even the type of
effector to use.

In order to perform a manipulation action, the robot also needs to learn what tool to grasp and on
what object to perform the action. Our system applies CNN based recognition modules to recognize
the objects and tools in the video. Then, given the beliefs of the tool and object (from the output of
the recognition), our system predicts the most likely action using language, by mining a large corpus
using a technique similar to [14]. Putting everything together, the output from the lower level visual
perception system is in the form of (LeftHand GraspType1 Object1 Action RightHand GraspType2
Object2). We will refer to this septet of quantities as visual sentence.

At the higher level of representation, we generate a symbolic command sequence. [13] proposed a
context-free grammar and related operations to parse manipulation actions. However, their system
only processed RGBD data from a controlled lab environment. Furthermore, they did not consider
the grasping type in the grammar. This work extends [13] by modeling manipulation actions using
a probabilistic variant of the context free grammar, and explicitly modeling the grasping type.

Using as input the belief distributions from the CNN based visual perception system, a Viterbi prob-
abilistic parser is used to represent actions in form of a hierarchical and recursive tree structure. This
structure innately encodes the order of atomic actions in a sequence, and forms the basic unit of our
knowledge representation. By reverse parsing it, our system is able to generate a sequence of atomic
commands in predicate form, i.e. as Action(Subject, Patient) plus the temporal information nec-
essary to guide the robot [1].

Our contributions are twofold. (1) A convolutional neural network (CNN) based method has been
adopted to achieve state-of-the-art performance in grasping type classification and object recognition
on unconstrained video data; (2) a system for learning information about human manipulation action
has been developed that links lower level visual perception and higher level semantic structures
through a probabilistic manipulation action grammar.

2 Our Approach

Figure 1: The integrated system reported in this work.
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We developed a system to learn manipulation actions from unconstrained videos. The system takes
advantage of: (1) the robustness from CNN based visual processing; (2) the generality of an action
grammar based parser. Figure1 shows our integrated approach.

In this work, we use a categorization into six grasping types. First we distinguish, according to
the most commonly used classification (based on functionality) into power and precision grasps [6].
Power grasping is used when the object needs to be held firmly in order to apply force, such as
“grasping a knife to cut”; precision grasping is used in order to do fine grain actions that require
accuracy, such as “pinch a needle”. We then further distinguish among the power grasps, whether
they are spherical, or otherwise (usually cylindrical), and we distinguish the latter according to
the grasping diameter, into large diameter and small diameter ones. Similarly, we distinguish the
precision grasps into large and small diameter ones. Additionally, we also consider a Rest position
(no grasping performed).

We used a seven layer CNN (including the input layer and two perception layers for regression
output). The first convolution layer has 32 filters of size 5× 5, the second convolution layer has 32
filters of size 5× 5, and the third convolution layer has 64 filters of size 5× 5, respectively. The first
perception layer has 64 regression outputs and the final perception layer has 6 regression outputs.
Our system considers 6 grasping type classes.

Similar to the grasping type recognition module, we also used a seven layer CNN. The network
structure is the same as before, except that the final perception layer has 48 regression outputs. Our
system considers 48 object classes, and we denote this candidate object list as O in the rest of the
paper. Given the beliefs of the tool and object (from the output of the recognition), our system
predicts the most likely action using language, by mining a large corpus [14].

AP → G1 O1 | G2 O2 |AO2 |AHP 0.25 (1)
HP → H AP | HP AP 0.5 (2)
H → ′LeftHand′ | ′RightHand′ 0.5 (3)
G1 → ′GraspType1′ PGraspType1 (4)
G2 → ′GraspType2′ PGraspType2 (5)
O1 → ′Object1′ PObject1 (6)
O2 → ′Object2′ PObject2 (7)
A → ′Action′ PAction (8)

Table 1: A Probabilistic Extension of Manipulation Action Context-Free Grammar.

At the higher level of representation, we generate a symbolic command sequence. This work extends
[13] by modeling manipulations actions using a probabilistic variant of the context free grammar
(Table 1), and explicitly modeling the grasping type. We use a bottom-up variation of the proba-
bilistic context-free grammar parser that uses dynamic programming (best-known as Viterbi parser
[4]) to find the most likely parse for an input visual sentence. The Viterbi parser parses the visual
sentence by filling in the most likely constituent table, and the parser uses the grammar introduced
in Table 1. For each testing video, our system outputs the most likely parse tree of the specific
manipulation action. By reversely parsing the tree structure, the robot could derive an action plan
for execution. Figure 3 shows sample output trees, and Table 2 shows the final control commands
generated by reverse parsing.

3 Experiments

3.1 Dataset and experimental settings

Cooking is an activity, requiring a variety of manipulation actions, that future service robots most
likely need to learn. We conducted our experiments on a publicly available cooking video dataset
collected from the WWW and fully labeled, called the Youtube cooking dataset (YouCook) [5]. The
data was prepared from 88 open-source Youtube cooking videos with unconstrained third-person
view. Frame-by-frame object annotations are provided for 49 out of the 88 videos. These features
make it a good empirical testing bed for our hypotheses.

We conducted our experiments using the following protocols: (1) 12 video clips, which contain one
typical kitchen action each, are reserved for testing; (2) all other video frames are used for training;
(3) we randomly reserve 10% of the training data as validation set for training the CNNs.
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For training the grasping type, we extended the dataset by annotating image patches containing
hands in the training videos. The image patches were converted to gray-scale and then resized to
32× 32 pixels. The training set contains 1525 image patches and was labeled with the six grasping
types. We used a GPU based CNN implementation [7] to train the neural network, following the
structures described above. For training the object recognition CNN, we first extracted annotated
image patches from the labeled training videos, and then resized them to 32 × 32 × 3. We used
the same GPU based CNN implementation to train the neural network, following the structures
described above.

For localizing hands on the testing data, we first applied the hand detector from [9] and picked the
top two hand patch proposals (left hand and right hand, if present). For objects, we trained general
object detectors from labeled training data using techniques from [3]. Furthermore we associated
candidate object patches with the left or right hand, respectively depending on which had the smaller
Euclidean distance.

3.2 Grasping Type and Object Recognition

On the reserved 10% validation data, the grasping type recognition module achieved an average
precision of 77% and an average recall of 76%. On the reserved 10% validation data, the object
recognition module achieved an average precision of 93% and an average recall of 93%. Figure 2
shows the confusion matrices for grasping type and object recognition, respectively. From the figure
we can see the robustness of the recognition.

Figure 2: Confusion matrices (grasping type and object).

The performance of the object and grasping type recognition modules is also reflected in the com-
mands that our system generated from the testing videos. We observed an overall recognition ac-
curacy of 79% on objects, of 91% on grasping types and of 83% on predicted actions (see Table
2). It is worth mentioning that in the generated commands the performance in the recognition of
object drops, because some of the objects in the testing sequences do not have training data, such
as “Tofu”. The performance in the classification of grasping type goes up, because we sum up the
grasping types belief distributions over the frames, which helps to smooth out wrong labels.

3.3 Visual Sentence Parsing and Commands Generation for Robots

Following the probabilistic action grammar from Table 1, we built upon the implementation of the
Viterbi parser from the Natural Language Processing Kit [2] to generate the single most likely parse
tree from the probabilistic visual sentence input. Figure 3 shows the sample visual processing out-
puts and final parse trees obtained using our integrated system. Table 2 lists the commands generated
by our system on the reserved 12 testing videos, shown together with the ground truth commands.
The overall percentage of correct commands is 68%. Note, that we considered a command predicate
wrong, if any of the object, grasping type or action was recognized incorrectly.

4 Conclusion

In this paper we presented an approach to learn manipulation action plans from unconstrained videos
for cognitive robots. Two convolutional neural network based recognition modules (for grasping
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Figure 3: Upper row: input unconstrained video frames; Lower left: color coded (see lengend at the
bottom) visual recognition output frame by frame along timeline; Lower right: the most likely parse
tree generated for each clip.

type and objects respectively), as well as a language model for action prediction, compose the lower
level of the approach. The probabilistic manipulation action grammar based Viterbi parsing module
is at the higher level, and its goal is to generate atomic commands in predicate form. We conducted
experiments on a cooking dataset which consists of unconstrained demonstration videos. From the
performance on this challenging dataset, we can conclude that our system is able to recognize and
generate action commands robustly.

We believe that the grasp type is an essential component for fine grain manipulation action analysis.
In future work we will (1) further extend the list of grasping types to have a finer categorization; (2)
investigate the possibility of using the grasp type as an additional feature for action recognition; (3)
automatically segment a long demonstration video into action clips.
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the Cognitive Systems program (project POETICON++), the National Science Foundation under
INSPIRE grant SMA 1248056, and support from the US Army, Grant W911NF-14-1-0384 under
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Snapshot Ground Truth Commands Learned Commands Snapshot Ground Truth Commands Learned Commands

Grasp-PoS(LH, Knife)
Grasp-PrS(RH, Tofu)
Action-Cut(Knife, Tofu)

Grasp-PoS(LH, Knife)
Grasp-PrS(RH, Bowl)
Action-Cut(Knife, Bowl)

Grasp-PoS(LH, Blender)
Grasp-PrL(RH, Bowl)
Action-Blend(Blender, Bowl)

Grasp-PoS(LH, Bowl)
Grasp-PoL(RH, Bowl)
Action-Pour(Bowl, Bowl)

Grasp-PoS(LH, Tongs)
Action-Grip(Tongs, Chicken)

Grasp-PoS(LH, Chicken)
Action-Cut(Chicken, Chicken)

Grasp-PoS(LH, Brush)
Grasp-PrS(RH, Corn)
Action-Spread(Brush, Corn)

Grasp-PoS(LH, Brush)
Grasp-PrS(RH, Corn)
Action-Spread(Brush, Corn)

Grasp-PoS(LH, Tongs)
Action-Grip(Tongs, Steak)

Grasp-PoS(LH, Tongs)
Action-Grip(Tongs, Steak)

Grasp-PoS(LH, Spreader)
Grasp-PrL(RH, Bread)
Action-Spread(Spreader, Bread)

Grasp-PoS(LH, Spreader)
Grasp-PrL(RH, Bowl)
Action-Spread(Spreader, Bowl)

Grasp-PoL(LH, Mustard)
Grasp-PrS(RH, Bread)
Action-Spread(Mustard, Bread)

Grasp-PoL(LH, Mustard)
Grasp-PrS(RH, Bread)
Action-Spread(Mustard, Bread)

Grasp-PoS(LH, Spatula)
Grasp-PrS(RH, Bowl)
Action-Stir(Spatula, Bowl)

Grasp-PoS(LH, Spatula)
Grasp-PrS(RH, Bowl)
Action-Stir(Spatula, Bowl)

Grasp-PoL(LH, Pepper)
Grasp-PoL(RH, Pepper)
Action-Sprinkle(Pepper, Bowl)

Grasp-PoL(LH, Pepper)
Grasp-PoL(RH, Pepper)
Action-Sprinkle(Pepper, Pepper)

Grasp-PoS(LH, Knife)
Grasp-PrS(RH, Lemon)
Action-Cut(Knife, Lemon)

Grasp-PoS(LH, Knife)
Grasp-PrS(RH, Lemon)
Action-Cut(Knife, Lemon)

Grasp-PoS(LH, Knife)
Grasp-PrS(RH, Broccoli)
Action-Cut(Knife, Broccoli)

Grasp-PoS(LH, Knife)
Grasp-PoL(RH, Broccoli)
Action-Cut(Knife, Broccoli)

Grasp-PoS(LH, Whisk)
Grasp-PrL(RH, Bowl)
Action-Stir(Whisk, Bowl)

Grasp-PoS(LH, Whisk)
Grasp-PrL(RH, Bowl)
Action-Stir(Whisk, Bowl)

Overall
Recognition
Accuracy

Object: 79%
Grasping type: 91%
Action: 83%

Overall percentage of
correct commands: 68%

Table 2: LH:LeftHand; RH: RightHand; PoS: Power-Small; PoL: Power-Large; PoP: Power-
Spherical; PrS: Precision-Small; PrL: Precision-Large. Incorrect entities learned are in red.
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