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Grasp synthesis from low-dimensional
probabilistic grasp models

By Heni Ben Amor’, Guido Heumer, Bernhard Jung and Arnd Vitzthum

We propose a novel data-driven animation method for the synthesis of natural looking
human grasping. Motion data captured from human grasp actions is used to train a
probabilistic model of the human grasp space. This model greatly reduces the high number of
degrees of freedom of the human hand to a few dimensions in a continuous grasp space. The
low dimensionality of the grasp space in turn allows for efficient optimization when

synthesizing grasps for arbitrary objects. The method requires only a short training phase
with no need for preprocessing of graphical objects for which grasps are to be synthesized.
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Introduction

Realistic and natural synthesis of human-like grasping
is still a challenging task when animating virtual charac-
ters in movies, games, and virtual environments. What
makes the animation of grasping particularly difficult is
that a high number of interdependent degrees of free-
dom in the hand must be controlled. Furthermore, at the
same time, the contacts of the hand with the object surface
must be optimized to ensure the stability of the grasp.
Pure motion capture does not solve the problem because
it provides no support for the animator in the task of
closely fitting the hand shape to new objects, that is, the
retargeting problem.! To cope with the retargeting prob-
lem, model-driven approaches are typically applied for
automatic grasp synthesis which operate by optimizing
the contacts between the hand and the object; however,
such model-driven approaches often result in unnatural
hand shapes as they do not account for constraints of
human finger motion. Therefore, combined data-driven
and contact-optimizing methods are called for in order
to generate both natural looking and physically plausible
grasping animations.

In this paper, we propose a data-driven method for
the efficient synthesis of natural looking hand shapes
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for grasping animations. A first step is to collect a wide
range of possible hand shapes using motion capture
techniques. Then, principal component analysis (PCA)
is applied to create a low-dimensional grasp space. It
was already reported by Santello and colleagues that
the first two and three principal components (PCs) ac-
count for more than 80% and resp. 87% of the variance
in hand posture.? The result of applying PCA to the
recorded hand shapes is conceptualized as continuous
space which is by many orders of magnitude smaller
than the space spanned by the original degrees of free-
dom. Furthermore, a Gaussian mixture model (GMM) is
constructed to constrain the PCA-based grasp space to
plausible hand configurations. The resulting probabilis-
tic low-dimensional grasp space is small enough to be
searched through at interactive rates using optimization
strategies.

While a main motivation of the presented approach
is its efficiency, it was also designed with the intention
of providing the animator with a high degree of control
over the type of the synthesized grasp. Generally, there
are often many ways in which an object can be grasped.
For example, a cup would be grasped in a very different
way when drinking from it as opposed to placing it in
the dishwasher. The different ways of grasping objects
is a thoroughly researched topic and different grasp tax-
onomies are presented, for example, in References [3,4].
Accordingly, it is possible for the proposed method to
synthesize grasps that optimize the grasp stability but
may not meet the animator’s original intent. Rather than

Copyright © 2008 John Wiley & Sons, Ltd.



H. BEN AMOR ET AL

computer animation
& virtual worlds

attempting to build a complex inference mechanism for
reasoning about a grasp’s intent, our solution to the prob-
lem of synthesizing specific ways for grapsing an object is
to let the animator specify a preferred region of where to
grasp the object as well as a concrete grasp type. From an
algorithmic point of view, the synthesis of a specific grasp
type can be achieved in our method by simply training a
specific model from motion-captured hand shapes con-
forming to this grasp type.

Related Work

Generally, the approaches to realistic virtual grasping
can be divided along two criteria axes. While geometry-
based approaches, such as Reference [5] or [6], solely rely
on graphical geometry for their calculations, other ap-
proaches use an underlying physical simulation of the
human hand and can be referred to as physics-based or
simulation-based, for example, References [7-9]. Another
criterion is whether data of grasp examples is used for
the grasp synthesis process or whether the grasps are the
product of a set of controller functions or other algorith-
mic models. The former type of approach is often called
data-driven or example-based, for example, Reference [10]
whereas the latter one is called model-driven or behavioral,
for example, References [5,11,12].

A classical geometry-based, model-driven approach
is described in Reference [5]. Objects are represented as
one of three primitive shapes which are then mapped to
an appropriate grasp in a grasp taxonomy. Fingers are
closed until contact between the geometrical hand rep-
resentation and the object occurs. Drawbacks of this ap-
proach are not very lifelike movements, no real interac-
tions with virtual objects and the restriction to primitive
shapes.

In Reference [8], a physics-based approach is outlined,
where controller parameters are derived from a database
of example grasps. The proposed controller combines
passive and active control by calculating torques for each
finger joint. This enables the hand to be influenced by
moving objects in addition to the hand manipulating
scene objects in a physically plausible way. Although be-
ing general, relatively simple and consistent for move-
ment with or without contact, the approach still has some
limitations. No automatic hand orientation is done and
the type of grasps supported is limited to cylindrical en-
veloping hand shapes.

The problem of orienting the hand toward the object is
addressed in Reference [10]. Backed by a grasp database,
several possible ways to grasp an object are identified

and evaluated w.r.t. a given grasp quality metric. With a
shape matching algorithm, a hand orientation and pose
is identified which fulfills user-specified task require-
ments. These requirements refer to forces applied to the
object and are evaluated on the basis of an anatomical
hand model. While producing a flexible set of enveloping
power grasps, some limitations remain. The approach is
not real-time capable (runtimes of several minutes), only
semi-automatic (animator has to pick a candidate) and
limited to hand models very similar to the captured hand.
Instead of guessing or user-specifying hand compli-
ance parameters, in Reference [9] contact force param-
eters are measured during user interactions with (real)
objects via specialized hardware. This enhanced version
of motion capture is referred to as interaction capture.
In terms of the categorization above, our approach falls
into the category of geometry based and data driven. The
aim is to find an adequate positioning of hand and fin-
gers on an arbitrary virtual object while maintaining the
style and naturalness of human-demonstrated examples,
as such being related to Reference [10]. However, our ap-
proach is automatic, fast enough to be used in interactive
scenarios, and can be used for arbitrary types of grasps.

Data Acquisition

As capturing device for hand shape data, an optical
“fingertracking” system by AR.T.!®> was used, as seen
in Figure 1 (left) . The system tracks movements of all
five fingers of the hand and comes with software that
computes, among other data, position and orientation
of the hand, fingertip positions, and rotations of finger
joints. Before application, the fingertracking system is
calibrated in order to estimate the size and parameters of
the user hand. Calibration is performed using the ven-
dor provided software tool and typically takes around
2 minutes per user.

In the capturing session, the demonstrator performs
grasps with various physical or imaginary objects. Hand
shape data is collected continuously, during closing and
opening phases of the hand. In our experiments, the typ-
ical duration of the data acquisition phase was about 1-
2minutes. Hand poses in the database are stored as ro-
tations of finger joints (three ball joints per finger, i.e.,
45 degrees of freedom in total). The first post-processing
step is to transform the joint rotation values data into
an exponential map representation.' The result is a set of
45-dimensional vectors, each of which represents a sin-
gle hand posture. The reason for using the exponential
map representation is that it transforms the rotation intoa
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Figure 1. The proposed grasp synthesis method: recorded motion capture data (left) is transformed into a probabilistic
low-dimensional grasp space (middle). Using optimization techniques, the space can then be searched for appropriate grasps
of new objects.

linear space. PCA, the dimensionality reduction method
used in our approach, is a linear transformation tech-
nique and therefore benefits from this type of represen-
tation.

Probabilistic
Low-dimensional Grasp
Space

The process of constructing a low-dimensional grasp
space from recorded finger movements can be decom-
posed into two main steps: (1) performing PCA and (2)
computing a GMM. This section also shows how a low-
dimensional grasp space can be used to synthesize new

grasps.

Principal Component Analysis

Due to the anatomy of the human hand, movement of
fingers and finger segments is highly correlated. Often
when trying to move a finger in a particular way we
find our other fingers automatically moving in a sim-
ilar fashion. This suggests that hand shapes lie on a
low-dimensional subspace of the 45-dimensional space
used for data acquisition. Reducing the dimensionality
of the recorded grasps with PCA allows us to capture the
correlations between the degrees of freedom of the hu-
man hand. PCA reduces the dimensionality of a dataset
while retaining as much of the variance, and thus infor-
mation, of the dataset as possible. To perform PCA, the
mean grasp x,, is subtracted from all recorded data points
and the covariance matrix M of the resulting points is
computed. A singular value decomposition (SVD) on M
yields matrices U, V, and W, such that

M=UwvT ey

The columns of matrix V contain orthonormal vectors
called the eigenvectors or PCs of matrix M. The matrix
W is a diagonal matrix containing the singular values.
Each PC has a corresponding singular value which in-
dicates how much information of the dataset is covered
by this PC. Therefore, for projecting the dataset onto a
d-dimensional space, we take the d PCs with the highest
singular values in order to retain as much information as
possible. These PCs are then used as the axes of our lower
dimensional PCA space. Given a new data point, we can
compute its coordinates in PCA space by subtracting the
mean grasp and calculating the dot product with each of
the PCs. Another interesting feature of PCA is the ability
to synthesize new grasps by re-projecting a point back
into the 45-dimensional space of finger joint rotations.
This allows us to generate new grasps with a small num-
ber of control parameters. Given a d-dimensional point
a={ay, ...,ay}, the corresponding re-projected point o’
can be computed by

a =x, + Z a;e; 2)

where ¢; is the ith PC. For purpose of illustration, a 2D
PCA is used throughout this paper, thus d = 2. However,
the approach is independent of the number of dimen-
sions d. In our application domain, grasp spaces with
two to three dimensions proved to be sufficient.

Taking any arbitrary point a = (a1, a,)T, we can re-
project it in order to synthesize a corresponding grasp. In
Figure 2, we see the result of synthesizing grasps along
the first two PCs. In our experiments, we found that the
first PC controlled the opening and closing of the hand
shape, while the remaining PCs controlled the relative
movement of fingers to each other. While Figure 2 shows
the power of PCA to interpolate and extrapolate grasps, it
also reveals a pitfall: the anatomical limitations and con-
straints of the human hand are not accounted for by the
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Figure 2. Hand postures synthesized by re-projecting points
from the 2D PCA space. Some postures bend the finger seg-
ments in unnatural and exaggerated ways as the PCA space
does not account for anatomical constraints of the human hand.

PCA. This means, that it is possible to synthesize grasps
which bend the finger segments in exaggerated and, thus,
unnatural ways. This effect can, for instance, be seen at
position (2, —2)T of the PCA space.

Gaussian Mixture Model

To ensure that only natural grasps are synthesized, it
is necessary to derive a model of the anatomical con-
straints of the human hand from the fingertracking data.
Such a model can then be used to discriminate between
anatomically feasible and unfeasible grasps. In our ap-
proach, we accomplish this by learning a GMM of the
training grasps in PCA space. Taking the set {x1, ..., xy}
of projected grasps (where N is the number of grasps),
a GMM estimates the probability density function of
the dataset by a weighted sum of K Gaussian distribu-
tions. The probability density function can therefore be
written as

px) =Y mplxlk) 3)

k=1

with m; being the weight of the kth Gaussian and
p(x|k) being the conditional density function. The con-
ditional density function is a d-dimensional Gaussian
distribution:

with mean u; and covariance matrix C;. The above p(x|k)
can also be written as M(x|u, Cy). To estimate the pa-
rameters {u, Ci, i} for each of the Gaussian kernels,
the expectation-maximization (EM)"® algorithm is used.
However, performing the EM algorithm in high dimen-
sional spaces can be very time consuming. It is therefore
convenient that our data is already projected to the low-
dimensional PCA space as this ensures fast convergence
of EM.

Making a correct choice for the number K of Gaus-
sians is a difficult and critical task. High values can lead
to overfitting while low values can result in inaccurate
models. Following a similar approach as in Reference
[16], we use the Bayesian Information Criterion (BIC) for
determining an optimal number of K. The BIC value
measures how well the model fits the training data while
also incorporating a penalty term for the model com-
plexity. To find a good tradeoff, we compute a set of
GMMs with increasing values for K and take the one with
minimal BIC.

Once the GMM is trained, we can use Equation (3) to
compute the probability of a given PCA point x with re-
spect to the modeled probability density function. Using
a generative interpretation of the GMM, we can regard
it as the statistical model from which the training grasps
were sampled. Computing the probability of p w.r.t. the
GMM, therefore, estimates the likelihood of x being gen-
erated by the same statistical model as the recorded train-
ing grasps. Assuming that we use enough grasps for
training, we can therefore use the GMM results as an
indicator for the anatomical feasibility of the grasp cor-
responding to a given point x. All points in PCA space
with p(x) > t are similar enough to the training grasps to
be considered a feasible grasp. Figure 1 (middle) shows
the GMM embedded in the PCA space of Figure 2.

Grasp Optimization

The goal of the grasp optimization process is to find a nat-
ural looking hand shape leading to a stable grasp on a
user provided 3D object. The hand shape should have the
same style and appearance as the demonstrated grasps
during data acquisition. As a prerequisite for this, we fit-
ted our virtual hand model with proximity sensors, as
seen in Figure 3. The sensor model consists of one spher-
ical sensor attached to each of the finger segments and
three additional sensors in the palm. Using these sen-
sors allows us to detect collisions or compute distances
without having to resort to the complete geometry of
the hand. The number of employed sensors can further

pxlk) = . 1 A=) 6l emm) (g
V21 +/det(Cy)
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Figure 3. Left: placement of spherical sensors in the hand
model with opposition groups thumb, fingers, and palm. Right:
cone of friction at a contact point.

surface

be adapted according to the desired precision or calcu-
lation time. We divided the sensors into three different
opposition groups thumb, fingers, and palm. Sensors from
different opposition groups are considered to be antag-
onistic sensors. This means that they can exert forces in
opposing directions so as to create stable grasps. A simi-
lar sensor model for the human hand has been introduced
in Reference [11].

In order to find an optimal grasp, we need to search
for a set of parameters leading to a hand shape which op-
timizes a given grasp metric. Various metrics and quality
measures for grasps have been proposed in the robotics
literature,'” many of which are based on physical proper-
ties of the object and the performed grasp. In this paper,
we use a simple metric which consists of three compo-
nents: the distance of the sensors to the object, an estimate
of the stability of the grasp, and a penalty value.

Grasp Metric

As a first component in our metric, we use the distance
of each finger sensor to the object. This distance needs to
be minimized to ensure that the fingers touch the object.
The second component, the stability measure, follows the
definition of a stable grasp found in Reference [18]. In
particular, we adopted the concept of cone of friction. In
Figure 3, we see the graphical representation of the cone
of friction at a contact point on the surface of the grasped
object. According to MacKenzie and Iberall,'® the cone
of friction is a geometric interpretation of the maximally
allowed angle ¢ between the surface normal and the ap-
plied force vector. If the applied force at the contact point
makes an angle o with |«| < ¢, then no slip will be pro-
duced at the fingertip. The angle ¢ is determined by the
coefficient of friction of the grasped object. To determine

if a grasp induced by two antagonist finger sensors is sta-
ble, we first compute the nearest positions on the surface
of the object. These are taken as estimates of the contact
points of the sensors with the object. Then we compute
the connecting line. If this line lies within both cones of
friction at the intersection points with the object surface,
we regard the grasp as stable. In other words, for achiev-
ing a stable grasp with two fingers we need to minimize
the angles a; and «, between the connecting line and the
contact normals, until both are smaller than ¢. Finally, as
a last component to our grasp metric, we also incorpo-
rated a penalty term v (violation) for every sensor that
penetrates the object:

V.
v; =
0 :

This ensures that no finger unrealistically enters the ob-
ject during the grasp. In our case, a value of V = 100 pro-
duced satisfactory results. For every pair of antagonistic
finger sensors, we compute the above components and
combine them into one metric according to the formula

sensor i penetrates object

sensor i does not penetrate object

SP

M= Z(di,l +oi1+vi1)+F(dig+oip+vin)  (6)
i=0

where SP is the number of antagonistic sensor pairs, d; 1
and d;, are the distances of each respective sensor to
the object surface, o1 and «;, are the angles between
the connecting line and the contact normals and values
v; ; are the penalty terms. Lower values for M indicate
better grasps.

Optimization Process

We use the low-dimensional grasp space to synthesize
grasps in the optimization process. This reduces the hand
shape parameters to be optimized to d values defining
the coordinates of the grasp in PCA space. These val-
ues will subsequently be called the intrinsic parameters.
Additionally, we also need to specify a set of extrinsic pa-
rameters. Such parameters can for instance be orientation,
position, or distance of the hand w.r.t. the grasped object.
These extrinsic parameters can either be set by the user
or be included into the optimization process if no specific
values are available.

Given intrinsic and extrinsic grasp parameters and a
grasp metric, we can employ optimization algorithms to
find a suitable grasp for the provided 3D object. This is
done by searching the space spanned by intrinsic and
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extrinsic parameters for a set of parameters which mini-
mizes the value of M. Additionally, during optimization,
for each evaluated grasp the GMM likelihood is com-
puted using Equation (3). If the likelihood is lower than
7, then the corresponding grasp is discarded from the
optimization by receiving a high penalty.

Inorder to determine an optimization algorithm which
is best suited for our application domain, we evaluated
several optimization algorithms as reported below in the
results section. In particular, we are interested in fast op-
timizers which scale well with increasing complexity of
the objects.

Computational Speedups and
Improvements

A simple and efficient way to speed up the above grasp
synthesis algorithm is to use a low-polygon version of the
object model for the optimization process. For graphical
display, however, the original model can still be used.
For example, when optimizing grasps for the Stanford
bunny, we use a high resolution version with 26 332 poly-
gons for display and a low-polygon version with 453
polygons for optimization. In general, however, it is also
important that the shapes of the original model and the
reduced model do not deviate too much. Another way to
speedup computation while at the same time increasing
the control over the optimization process, is to specify
an area of interest. This allows the user to define a spe-
cific part of the object within which a grasp should be
generated. In Figure 4, we see an example for a spherical
area of interest. In this example, we want the optimizer
to find a grasp which grasps the left ear of the bunny
model. Therefore, we placed the area of interest in such

Figure 4. Left: a low-polygon version of the Stanford bunny

is used for fast optimization. Right: using an area of interest

(green circle) allows to specify which part of the object should
be grasped.

a way that it envelopes all triangles of the left bunny ear.
All polygons outside of the area of interest are discarded
from the optimization process. In our specific case this
further reduces the number of evaluated polygons from
453 to about 120 polygons. Generally, using an area of in-
terest leads to noticeably lower computational demands.

Evaluation and Results

First, we evaluated our approach in combination with
different optimization algorithms in order to determine
the best suited optimizer for our domain. Three opti-
mizers namely genetic algorithms (GA), dynamic hill-
climbing (DHC), and simulated annealing (SA) have
been tested.

During the experiment, grasp synthesis was per-
formed on the bunny 3D model from the Stanford 3D
scanning repository.!? For this, a general grasp space was
trained from the motion capture data of grasping a large
variety of objects. The intrinsic parameters were the x
and y coordinates in the low-dimensional grasp space.
As extrinsic parameters, we used the rotation angles of
the hand which results in a total number of five param-
eters. The position of the hand was user specified.

For each optimizer, the grasp synthesis was repeated
100 times and the grasp quality was measured using met-
ric M as specified in Equation (6). As already stated, lower
values for M indicate better grasps. In order to have a fair
comparison, the number of function evaluations for each
optimizer was limited to 600. In Figure 5, the average re-
sulting grasp metric values of the different algorithms are

200

150

100

Average Grasp Metric Value

50

a | | 1
DHC SA GA

Figure 5. Average grasp metric of a dynamic hill climbing,

simulated annealing, and genetic algorithm after performing

100 optimization (minimization) trials. The error bars show
the standard deviation.
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Number of polygons Time (seconds)
<1000 I
3851 2
16301 8
146 148 17

Table I. Runtimes of optimization with dynamic
hill climbing

shown. As can be seen, DHC systematically performed
better than the other algorithms. This is in particular due
to the fact, thatitis far less sensitive to changes in parame-
ters than GA. We also experimented with some gradient-
based optimization algorithms such as gradient descent
or RPROP. However, we found that they are not suited in
this domain. This is due to the fact that the grasp metric
is a non-differentiable function and as such not suited for
gradient-based techniques.

Next, we evaluated the scalability of grasp synthesis
with DHC as optimizer to objects with higher complexity,
thatis, higher number of polygons. For this, we prepared
different versions of the Stanford bunny with increasing
number of polygons and tested the runtime of the algo-
rithm. The results in Table 1 show that for reasonable
object sizes of up to 150000 polygons, optimization is
finished in less then 20 seconds. Of course, the optimiza-
tion speed can be further increased using the techniques
explained in the preceding section.

Figures 1 and 6 show the results of synthesizing grasps
for the Stanford dragon and bunny. As can be seen, even
on fairly complex objects the algorithm is able to synthe-
size a variety of different natural looking grasps. The user
can choose parts of the object such as the tail, nose, back,
or mouth of the dragon and synthesize a valid grasp
for it.

Taxonomy-Based Grasp Synthesis

Some application domains of the proposed grasp
synthesis algorithm make use of grasp taxonomies for
specifying different grasp types. Grasp taxonomies are

W W W

Figure 7. Grasps from the Schlesinger grasp taxonomy syn-
thesized using the introduced optimization approach. From left
to right: spherical, lateral, cylindrical, and palmar grasp.

categorizations of grasps based on form or function.
Such taxonomies can provide the user with a means
to exactly specify the way in which an object should
be grasped. A similar control of grasp type can be
integrated into our optimization algorithm by training
a set of type specific grasp spaces. In the following
example, we trained the grasp types of the Schlesinger
taxonomy® using PCA and GMMs.

For each of the grasp types, we created a separate
grasp model which is based on data of only this par-
ticular grasp type. Therefore, if during synthesis the
user explicitly specifies a grasp type to be used, we per-
form optimization on the corresponding grasp model.
Grasp types other than the one specified are not con-
tained in the particular space and will hence not be pro-
duced by the optimization process. Figure 7 shows the
resulting grasps synthesized for the types spherical, cylin-
drical, palmar, and lateral of the Schlesinger taxonomy.
Each of the grasps in Figure 7 took about 1second for
optimization.

Discussion

A strength of the presented method for grasp synthesis
is that it supports the training of general grasp models
that can be applied to a wide range of differently shaped
objects. Grasps generated from the general model usu-
ally appear visually plausible as they both correspond to
natural hand poses and enforce stable contact between
the hand and the grasped object. When a general model
is used for grasp synthesis, the method may, however,
produce hand postures which, although stable and rep-
resenting one way to grasp an object, can be different

Figure 6. The results of applying grasp optimization on the Stanford dragon model. The position of the hand and the area of
interest (green) were specified by the user. Both the hand shape, and orientation were computed by the optimization process.
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Figure 8. Grasp synthesis for a virtual human.

from the grasp type expected by the animator. For a
finer control over the type of generated grasp, the ani-
mator is provided with three principal means of param-
eter adjustment: (1) a region of interest can be defined
as specification of where to grasp the object; (2) specific
grasp models can be trained and applied to control the
grasp type; and (3) different grasp stability criteria could
be employed in the optimization method to fine-tune
hand-object contacts.

The training of specific grasp models was demon-
strated with the example of the Schlesinger taxonomy.
Clearly, the method can also be applied to other grasp
taxonomies. In extreme cases, the animator might even
choose to train highly specific grasp models for individ-
ual objects. When physical objects are grasped, further
degrees of freedom of hand shape might be induced from
the contact between the hand and the object. If a high
degree of realism is demanded in the animation, such ef-
fects could be reproduced by training models from grasp
demonstrations on physical objects only.

As grasp stability measurement, the method has been
tested with a simple criterion from the literature based on
the cone of friction. We intentionally opted for a purely
geometric criterion as this frees the animator from the ne-
cessity of modeling physics-related object properties. The
presented method itself does, however, not depend on a
particular optimization criterion and is compatible with
more complex grasp quality measures as researched, for
example, in the Grasplt project.”? To reproduce effects
of physics-related properties such as object mass when

synthesizing grasps using geometric grasp criteria only,
it is again recommended to train specific grasp models
which reflect the object’s physical properties. An inter-
esting idea for further work would be to learn the op-
timization function directly from interactions in virtual
reality, by exploiting contact point information. For this,
we also plan to experiment with more elaborate hand
models based, for example, on additional sensors on the
palm and finger sides. In this way, it might be possible
to generate highly specific grasps which resemble the
demonstrated grasp possibly less in shape yet more in
“intent.”

Conclusion

We introduced a new method for the synthesis of human-
like grasping for virtual characters. In the proposed ap-
proach, motion capture data of grasps performed by a
human are used to train a probabilistic model of the hu-
man’s grasp space, that is, the space of possible hand
postures assumed during grasping actions. Grasp syn-
thesis is then realized by searching the grasp space for a
hand shape that optimizes the given grasp quality met-
rics. Algorithmic techniques such as PCA and GMMs
are used to create a probabilistic low-dimensional grasp
space which can be searched through efficiently while
still being large enough to contain a large range of plau-
sible grasps. In our experiments, DHC was able to search
the grasp space particularly efficiently and turned out
as the optimization method of choice. The combination
of data-driven motion capture with model-driven opti-
mization techniques results in the generation of both nat-
urally looking and physically plausible grasps.
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