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Abstract

This extended abstract presents our ongo-
ing work on deriving interaction models for
humanoid robots. The approach differs
from earlier interaction learning approaches
in that it learns a model from a recorded
rapport between two human individuals. Ex-
tracted models are used to generate the be-
havior of humanoid robots.

1. Introduction

Human communication and interaction is based
on highly interesting social and physical proto-
cols. The discovery of the “chameleon effect”
(Chartrand & Bargh, 1999), for example, showed that
humans often unintentionally mimick another person’s
body posture during a rapport. Behavioral clues such
as body language and alignment are vital for the suc-
cess and the quality of human interactions. This is
not limited to communication scenarios, but is also
true in physical interaction and cooperation which in-
volves close contact between the interaction partners,
e.g. shaking hands or handing over an object. How-
ever, until now, most humanoid robot systems do not
adhere even to basic social and physical protocols and,
in particular, do not take the interaction partner’s pose
and body language into account. As a consequence,
the interaction is often deemed unnatural. Imitation
learning (Billard et al., 2008) could be a possible so-
lution to this problem: the robot could learn to en-
gage in natural interactions, by observing the way hu-
mans do this. Unfortunately, most imitation learn-
ing approaches have focused on learning a set of mo-
tor tasks such as walking (Chalodhorn et al., 2007),
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drumming (Schaal, 2003), or even pancake flipping
(Kormushev et al., 2010). In all of these behaviors no
interaction with human partners takes place.

To overcome this problem, we present ongoing work on
an interaction learning approach that is based on the
observation and reproduction of interpersonal commu-
nication. To this end, the interaction between two
persons is recorded via a low-cost motion capture de-
vice. The recorded data is then used to automatically
extract an interaction model using manifold learning
techniques. The interaction model can then be used
by a robot to interact in a natural way with a human
partner. It is important to emphasize, that our ap-
proach differs from earlier interaction learning meth-
ods in that it extracts all necessary information (of-
fline) from an observed rapport between two humans.

2. The Approach

The goal of our approach is to record and analyse a
natural interaction setting between two (or possibly
more) humans. By analysing the recorded data we
hope to extract information which allows a humanoid
robot to replace one of the human interaction partners.
In other words, the robot tries to mimick the behavior
of one of the two interaction partners. To achieve this,
three different tasks need to accomplished. First, an
model of the recorded interaction needs to be learned.
At the current state of our research, the learned model
is limited to body postures. Once it is learned, we
can query the interaction model in the following way:
“Given the current posture of the human, what is the
most likely posture that the robot should take on?”. In
the opposite direction, we can also pose the query:“If
the robot takes on this posture, what is the most likely
posture that the human will take on?”. A second im-
portant task is fitting the human motion to the robots
body and dynamics, i.e. solving the correspondence
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Figure 1. Applying a learned interaction model: First, the posture of the human ist captured using a Microsoft Kinect
camera, leading to joint angle data. The data is projected into a low-dimensional space which was earlier learned. The
projection yields a low-dimensional point. Using a neural network the corresponding point in the low-dimensional space
of the robot is found. The point reflects a “response” posture that the robot should take on. The two low-dimensional
spaces and the neural network mapping are learned from an earlier rapport between two humans.

problem. Finally, we want to be able to perform mod-
ifications on the recorded responses, e.g. exaggerat-
ing a motion, or adding secondary behaviors (blinking
eyes). In the following sections we will give a brief
overview of our approach which solves the aformen-
tioned questions.

2.1. Learning Interaction Models

In order to create a model for human interactions we
first record all body joint angles of two humans. This
is done using a low-cost motion capture device, namely
the Microsoft Kinect camera. The camera produces a
depth image of the scene, in which we detect two peo-
ple and calculate the configuration of the joints (24
joints). The recorded joint angles for each of the hu-
mans if then processed using dimensionality reduction
separately. Our implementation supports a variety of
dimensionality reduction techniques including Isomap
(Tenenbaum et al., 2000), Locally Linear Embedding
(Roweis & Saul, 2000), or Principal Component Anal-
ysis.

Applying dimensionality reduction transforms the
high-dimensional joint angle data into a low-
dimensional trajectory. The space in which this trajec-
tory is embedded is called the low-dimensional posture
space. As a result of the reduction step, we have for
each timestep a point in the low-dimensional posture

spaces of the first and the second interaction partner.
In order to derive an interaction model, we learn a
mapping which allows us to find for each point in the
low-dimensional posture space of the first human an
appropriate (“response”) point in the low-dimensional
space of the second human. Such a mapping can eas-
ily be learned using a neural network. The network is
trained with the projected points of the first human as
input and the points of the second human as output,
and vice versa.

Later, when a human interacts with our robot (see Fig-
ure 1) the learned interaction model is used to synthe-
size the body postures of the latter. For example, when
the human hands something over, the robot needs to
time its motion very carefully in order to grasp the ob-
ject exactly at the right moment. This depends highly
on the posture of the human counterpart. To create
the desired robot motion we acquire the current human
joint angles and calculate the related low-dimensional
point in the previously learned human posture model.
This is done by deploying a kd-tree search algorithm.
Once, the point is found, we employ the learned neural
network mapping function, to find the corresponding
response point in the low-dimensional space that orig-
inally was derived from the motions of the second hu-
man. The found point is then projected back, in order
to generate the joint angles that the robot should take
on.
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While the execution of a human motion is in progress
we continue to move along the projected trajectory in
the first low dimensional model. This makes it possi-
ble to predetermine the human posture and create the
robot pose in advance.

2.2. Optimization of Recorded Motions

As described earlier, recorded motions of humans can
generally not directly be replayed by a humanoid robot
platform. This is due to the difference in size, physi-
ology, dynamics, and other parameters. In our partic-
ular case, the shoulder of a human has three and the
elbow just one degree of freedom, while the employed
NAO robot platform has two in both. Therefore, we
need to find a mapping between the joint angles of
the human and the robot, which ensures a stable and
meaningful reproduction of the humans movements.
Another problem ist that the motion radius of a joint
differs between human and robot. This results in the
inavailability of some postures.

To solve this correspondence problem, we use opti-
mization algorithms, namely evolutionary algorithms
(see Figure 2). For an efficient use of these algo-
rithms we reduce the number of paramaters to restrict
the size of the search space and thus the runtime of
optimization. This is achieved using dimensionality
reduction techniques. Then, we synthesize our mo-
tion by specifying a trajectory using just a few control
points inside the low-dimensional space. Each trajec-
tory is then tested within a simulator (called NaoSim),
to determine if it produces a stable motion, i.e. the
robot does not fall over and generally produces smooth
movement. If the later condition is not met, then the
low-dimensional trajectory is slightly varied using the
evolutionary algorithm and, again, evaluated. At the
end of the optimization process, we have a modifica-
tion of the original human motion, which is suited for
application on the real robot.

The fitness evaluation in the above optimization pro-
cess can be performed in two ways: (1) For goal-
directed motions, the fitness function can be specified
using a mathematical expression (e.g. the smoothness
of the movement). (2) For the other behaviors, such
as gestures, it is possible for the user to give positive
or negative feedback.

For more information on the optimization of motions
inside a simulation environment, please refer to the
following paper (Ben Amor et al., 2009).

2.3. Animation Filter and Emotions

It is desirable for the robot not only to be able to
reproduce a response, but also to be able to modu-
late it based on other parameters, such as it’s current
emotional state. In our approach this is realized using
different filters that modify the low-dimensional tra-
jectory. The basic ideas of these filters is derived from
the “principles of animation” (Thomas & Johnston,
1995), which are widely used in the animation industry
to increase the realism and attractiveness of a cartoon
character.

A complete description of these filters is beyond the
scope of this abstract, but the following example illus-
trates the basic principle: exaggeration is one of the
key elements in animation as it can make the intention
behind a particular movement easier understandable.
We have discovered, that exaggeration can be achieved
by scaling the low-dimensional trajectory correspond-
ing that is used to generate the joint angles of the
robot.
Also emotions can be embedded with different filters.
When creating a so called sadness-filter, the eye color
of the robot turns blue, the shoulders are more likely
to hang down and the head is slightly facing down-
wards. In doing so any learned interaction model can
be played back with different emotional additions.

3. Conclusion

In this extended abstract we presented ongoing work
on learning models of interactions based on recorded
motion capture data. The approach takes a recorded
rapport between two people as input and produces an
interaction model. The model can later be used to
replace one of the human interaction partners by a
humanoid robot. The goal of this research is to pro-
duce responsive robot behavior that can mimick the
interaction style of a human person by observing his
or her rapport with another person. So far, we have
already finished the basic implementation of the learn-
ing system and developed a program that can apply
a movement recorded with a Kinect camera onto the
robot1. We hope to present the working system and
other results at the ICML Workshop.
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Figure 2. Solving the correspondence problem: (1) The RGB image of the Kinect camera. (2) The human skeleton as
derived from the camera. (3) The ideal robot posture is optimized using evolutionary algorithms in a simulator. (4) The
optimized posture as applied on the robot.
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