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Abstract—Automation of surgical tasks is expected to improve the quality of surgery. In this paper, we address two issues that must be resolved for automation of robotic surgery: online trajectory planning and force control under dynamic conditions. By leveraging demonstrations under various conditions, we can model the conditional distribution of the trajectories given the task condition. This scheme enables generalization of the trajectories of spatial motion and contact force to new conditions in real time. In addition, we propose a force tracking controller that robustly and stably tracks the planned profile of the contact force by learning the spatial motion and contact force simultaneously. The proposed scheme was tested with bimanual tasks emulating surgical tasks that require online trajectory planning and force tracking control, such as tying knots and cutting soft tissues. Experimental results show that the proposed scheme enables planning of the task trajectory under dynamic conditions in real time. Additionally, the performance of the force control schemes was verified in the experiments.

Note to Practitioners — This study addresses the problem of motion planning and control for automation of surgical tasks. In surgical tasks, it is necessary to manipulate objects under conditions where positions or shapes of objects often change during the task. Thus, trajectories for surgical tasks need to be planned and updated according to the change in the conditions in real time. In this study, we propose a framework for learning both spatial motion and contact force from human experts. The proposed system can plan and update task trajectories in real time and robustly control the contact force under dynamic conditions. On the other hand, generalization of trajectories is limited to the conditions which are close to the conditions where the demonstrations were performed. In future work, we will investigate reinforcement learning approaches in order to enable autonomous improvement of the performance.

Index Terms—Motion planning, force control, surgical robot.

I. INTRODUCTION

ROBOTIC surgery has established its position within medicine in recent years, and its benefits have been clarified through clinical studies [1]. On the other hand, there is still potential that is not leveraged in current commercialized systems. One such possibility is to automate surgical tasks in robotic surgery, which would reduce surgeons’ mental and physical fatigue and improve the quality of surgery. This study addresses two issues that need to be resolved in order to achieve automation of robotic surgery: online trajectory planning and force control.

The planning of task trajectories under dynamic conditions in real time is one of the major issues. When a robotic surgical system assists a surgeon through autonomous motions, it must collaborate with a human surgeon and work with movable and flexible objects such as threads and soft tissues during operations. For example, surgical knot tying involves making loops around a surgical instrument with a surgical thread (Fig. 1). If the surgical instrument to be looped is manipulated by a surgeon and moving during the task, the trajectory must be recalculated and updated online according to the motion of the instrument, thereby maintaining the topological feature of the trajectory. However, such online trajectory planning presents a difficult challenge, for which a solution has not yet been established.

The other issue is force control. Haptic information plays important roles in surgical operations. In some tasks where contacts between instruments and objects are necessary, the contact force must be explicitly controlled using the haptic information. For instance, when a surgeon cuts a membrane using a surgical knife, the contact force must be controlled to cut the target appropriately; or, when a surgeon makes a knot, a thread must be tightened with appropriate force to make a tight knot without breaking the thread. In these tasks, the desired profile of the contact force must be planned online and tracked robustly by the robotic system. Such planning and tracking of the contact force are essential to autonomously perform tasks that require explicit force control. When both online trajectory planning and force tracking control are necessary, the execution of the task becomes extremely challenging for many robotic systems.

In this paper, we present a framework for online trajectory planning and force control under dynamic conditions to achieve automation of surgical tasks. In our earlier work [2], [3], we presented a system that learns time- and space-dependent motions from trajectories demonstrated under vari-
ous conditions. Although such online trajectory planning was addressed in our prior work, we only showed how to learn spatial motions from the demonstration and the quantitative evaluation of the scheme was not exhaustive. The scheme proposed in this paper enables planning trajectories of both spatial motion and contact force in real time under dynamic conditions by leveraging demonstrations under various conditions. By learning the distribution of the spatial motions and contact force simultaneously, the developed system updates the profile of the contact force in real time under dynamic conditions and robustly tracks the planned contact force. The proposed scheme enables autonomous execution of tasks that require force control, such as cutting soft tissues and tying a knot.

The main contributions of this paper are (i) presentation of the framework to achieve online trajectory planning and force tracking control for surgical task automation; (ii) describing implementation details of the proposed scheme and (iii) quantitative evaluation of the developed scheme through experiments with tasks that emulate surgical tasks.

This paper is structured as follows. The next section describes the previous studies related to trajectory planning by learning from demonstrations and force control. Section III describes the details of the proposed trajectory planning scheme and force tracking control. Section IV provides the experiments and simulations to evaluate the performance of our online trajectory planning and force control. Section V discusses the results presented in this study. The conclusions can be found in Section VI.

II. RELATED WORK
A. Trajectory Planning for Automation of Surgical Tasks

Numerous studies have addressed the automation of surgical tasks [4]–[10]. Learning-from-demonstration (LfD) approaches have often been used in these previous studies. LfD is an approach that leverages human demonstration to achieve autonomous motion in robotic systems [11]. Robotic systems for surgery often employ a master-slave system in which an operator inputs motions from the master system for the slave manipulator to execute. In this typical configuration, the motion inputs from the human operator are easily obtained; therefore, LfD is a reasonable approach to achieve autonomous motion in robotic surgery. Mayer et al. developed a scheme to model demonstrated trajectories, using a recurrent neural network [5]. Berg et al. developed a system that learns the motion of tying a knot from multiple demonstrations and performs it faster than the given demonstration [4]. Recently, Murali et al. proposed an autonomous assistance system based on observation of human experts [10]. However, these schemes do not address the generalization of the demonstrated trajectories to new situations. Since the conditions in a surgical operation vary for each operation, the task trajectory must be planned according to the given condition.

Generalization of demonstrated trajectories is one of primary problems in LfD. Khansari et al. developed a scheme to model demonstrated motions as a time-invariant dynamic system using Gaussian mixture models (GMMs) [12], [13]. This scheme allows the motion to be generalized for a new state in the robotic system. In a reinforced learning framework, schemes to adapt the motion primitives for new situations were proposed in [14]. These studies focused on motion that can be defined by the starting state and the end state. However, some surgical operations will be difficult to describe using such frameworks designed primarily for point-to-point tasks. Making a loop around an instrument in order to tie a knot, for instance, is difficult to decompose into point-to-point motions, because its trajectory is seamless, and the topological shape of the entire trajectory must adapt to new situations. Schuman et al. developed a scheme to generalize demonstrated trajectories for new situations [9], [15], [16]. Their scheme is not limited to point-to-point motions, and the geometrical mapping from demonstrated situation to a new situation is computed by non-rigid registration. This scheme was applied to a suturing task in a simplified situation [9]. However, finding the best demonstration for the new condition is time-consuming; hence, their method is difficult to use for online trajectory planning under dynamic conditions. Recent work developed methods for learning task-parameterized policies such as [17] and [18]. Although these methods can be used to generalize the learned skills, they are not focused on online trajectory planning. The method in [18] estimate the model parameter using GMMs, and the estimated model parameters are utilized to generate trajectories. This method is indirect compared to our approach, which learns the direct mapping from the task condition to the trajectory. As a consequence, the method in [18] may require more computational time when compared to our approach. Parachos et al. proposed a framework of Probabilistic Movement Primitive (ProMP) to represent the distribution of demonstrated trajectories [19]. This method enables the generalization of the trajectory to new via-points or new goal points by conditioning the distribution of the trajectory. However, the study in [19] does not discuss the distribution of the situation where demonstrations are performed. Recent work in [20] proposed a trajectory optimization framework to generate collision-free motions by learning from demonstration. Although the method in [20] can generalize the trajectory to new scenes, it does not address online trajectory planning.

Although many studies have reported schemes for generalizing demonstrated trajectory for new via-points or goal points, specifying the via-points or goal points are not always trivial in motion planning for surgical tasks. For example, when the system needs to make a loop with a surgical thread around the instrument, it is challenging to plan via-points according to the position of the surgical instrument, maintaining the topological feature of the trajectory.

In this study, we extend an approach of learning from demonstrations under various situations in [2]. In the scheme in [2], the conditional distribution of the demonstrated trajectory given the situation is modeled using Gaussian Process Regression (GPR). This enables the modeling of time- and space-dependent task trajectories and their generalization to new situations. We extend this scheme to learning and planning for the desired force in real time during the task. We will show that the proposed scheme enables planning for both
B. Planning and Tracking the Contact Force

Force tracking is a classical control problem in the field of robot manipulation [21]–[24]. Seraji et al. described schemes for force tracking control by impedance control and admittance control [25], [26]. Tracking the desired force requires consideration of the stiffness of the contact object and the ability to predict the motion for tracking the desired force. However, this problem remains non-trivial despite decades of research.

The learning and planning of the contact force trajectory have been addressed by some studies in the literature regarding learning from demonstration and reinforcement learning. Some studies reported robotic systems that learn the required impedance from demonstrations to react to the force exerted on the manipulator [27]–[29]. However, surgical tasks require explicit force control beyond the mere ability to react to the contact force caused by a disturbance. Reinforcement learning methods for tasks that require force control have been reported in [30], [31]. These previous studies proposed schemes for adapting motion parameters to new situations to achieve appropriate force and motion control. However, these methods require iterative learning to track the planned contact force in a new situation. Recently, Lee et al proposed a scheme for learning force control from demonstration in [32]. However, this method is based on the trajectory planning scheme in [9], and this scheme is not applicable to the task that require online trajectory planning due to its computational cost. Likewise, Rozo et al. proposed a method for learning and controlling both force profile and spatial motions [33]. The method in [33] is based on the trajectory learning in [18], and the methods in [33] may not be suitable for online trajectory planning for the same reason as the methods in [18].

In this work, we leverage the models learned from demonstrations to plan the trajectory of the contact force and track the planned contact force robustly. By learning the trajectory of the contact force and spatial position simultaneously, the proposed scheme plans the desired contact force and estimates the spatial motion to track the planned contact force. This trajectory learning scheme was then combined with the concept of the sliding mode control to achieve robust force tracking under dynamic conditions [34].

III. PROPOSED METHOD
A. Overview of System and Algorithm

1) System: We integrated the proposed online trajectory planning and force control schemes with a teleoperated robotic system developed for laparoscopic surgery [35], [36] (Fig. 2). The robotic surgical system consists of master and slave systems, in which the motions input at the master system by an operator are executed by the slave manipulator. In this type of system, the LfD approach is expected to be efficient since the trajectory executed by experts is easily obtained. A standard system for robotic surgery employs rate control, where the motion of the slave manipulator is proportional to the motion input at the master system as

\[ \dot{\xi}_s = K_{ms} \dot{\xi}_m, \]  

where \( \dot{\xi}_s \), \( \dot{\xi}_m \), and \( K_{ms} \) are the velocity of the slave manipulator, velocity of the master manipulator, and motion scaling gain between the master and slave systems, respectively. To achieve this control, a velocity/position control is often implemented in a robotic surgery system. Hence, we developed a motion planning and execution system based on the master-slave system with a velocity controller.

Fig. 3 shows the structure of the proposed system. A trajectory planner and a motion-force controller are implemented in the master-slave system. The trajectory planner estimates a trajectory \( \Xi^* \) required to perform the learned task according to a given condition \( \xi_c \). The motion-force controller is implemented as an outer loop based on an underlying velocity controller as shown in Fig. 3. To track the planned trajectory, the motion-force controller determines the reference velocity for the velocity controller \( \dot{\xi}_s^* \) using the feedback of the sensory information, such as the measured contact force \( F_s \). The torque input, \( u_s \), to each joint in the slave manipulator is determined by the underlying velocity controller.

Force control is usually categorized into two types: impedance control and admittance control. Admittance control works well for soft environments and robots with a high gear ratio, whereas impedance control works well for hard environments and robots with a low gear ratio [37]. Surgical robots often have a high gear ratio and a velocity controller to achieve precise motions by rate control. In addition, the contact force is relatively small in laparoscopic surgery because the robotic manipulator is expected to cope with soft tissues. For
these reasons, we developed a force control strategy based on admittance control in this study. Hence, the force controller was implemented as an outer loop with an inner loop that implemented the velocity controller.

2) Learning and Planning of Trajectory: In the proposed trajectory planning scheme, we assume that demonstrations performed by a human expert under various task conditions $\xi_c$ are available. The task condition was fixed for a single demonstration. Thereafter, the system models the conditional distribution of the demonstrated trajectories given the task condition at time $t$ as $P(\xi_s(t) \mid \xi_c)$. Subsequently, if the new task condition is given as $\xi_c^*$, the optimal task trajectory $\Xi_s^*$ under the given condition can be predicted as a conditional expectation as

$$\Xi_s^* = [\xi_s^*(0), \ldots, \xi_s^*(N)],$$

(2)

where $N$ is the total number of time steps of the trajectory. For modeling the distribution of the demonstrated trajectories, the system normalizes the demonstrated trajectories in the time domain and estimates the reference trajectory. In this step, dynamic time warping (DTW) was employed to eliminate the temporal variance of the demonstrated trajectories [38], and the Kalman smoother was used to estimate the reference trajectory [4], [39], [40]. Thereafter, the distribution of the demonstrated trajectories is modeled using GPR.

During the task execution, the task condition $\xi_c$ is constantly measured and sent to the trajectory planner, and the system plans and updates the trajectory $\Xi_s$ in real time according to the task condition $\xi_c$.

This trajectory learning scheme can be used for learning trajectories of various sensory information. In this work, we applied this scheme to learn both spatial motion and contact force simultaneously. The details of our trajectory planning scheme are described in Section III-B.

3) Motion and Force Control: In this study, we implemented the force tracking control scheme, which is a prerequisite for tasks that require force control such as cutting soft tissues and tying knots. These types of motions involve both spatial motions and contact force. The proposed system learns the trajectory of the contact force and the spatial position simultaneously from human demonstration by representing the state of the system as follows:

$$\xi_s = \begin{bmatrix} \xi_{\text{space}} \\ F_s \end{bmatrix}$$

(4)

where $\xi_{\text{space}}$ and $F_s$ represent the kinematic state of the system and state of the contact force, respectively. The motion-force controller determines the reference velocity $\xi_c^*$ to track the planned trajectory of the contact force $F_s^*$ by leveraging the planned spatial trajectory $\xi_{\text{space}}^*$ under the task condition $\xi_c^*$. This enables planning of the contact force trajectory under a given condition and robust tracking of the planned trajectory.

In robotic surgery, importance of spatial motion control and force control is different between tasks. In addition, the workspace is severely limited in robotic surgery, and it is difficult to measure the contact force loaded on the end-effector in every direction. Therefore, we need to combine spatial motion control and force tracking control according to the availability of force information and the type of the given tasks. We implemented spatial motion control and force tracking control in the developed system, and both controls were used in the experiments to verify the proposed scheme as discussed in Section IV. We employed the spatial motion control, as presented in our prior work [2]. For self-containment, we describe the spatial motion control in Section III-C. The novel force tracking control is then described in Section III-D.

B. Online Trajectory Planning by Learning from Demonstration

1) Normalization in Time Domain and Estimation of Reference Trajectory: Demonstrated trajectories usually contain temporal variations because the execution speed of the task varies for each demonstration. Therefore, these variations must be eliminated to model the distribution of the trajectory. For this purpose, we normalize the demonstrated trajectories in the time domain and estimate the reference trajectory by using the method described in [4], [39], [40]. As in [4], [39], [40], we regard the demonstrated trajectory as a noisy “observation” of the “reference” trajectory. We assume a linear system with process noise and measurement noise, each of which has a Gaussian distribution. We represent the state of the system in the reference trajectory $z(t)$ as follows:

$$z(t) = \begin{bmatrix} \xi_{\text{ref}}(t) \\ u_{\text{ref}}(t) \end{bmatrix}$$

(5)

where $\xi_{\text{ref}}(t)$ is the state of the robotic system at time $t$, and $u_{\text{ref}}(t)$ is the input to the system in the reference trajectory. As in (4), $\xi_s(t)$ can be represented by kinematic state (e.g. the Cartesian or configuration space) and sensory outputs (e.g. force/torque sensor). We represent the system as a stochastic model as

$$z(t+1) = \begin{bmatrix} A & B \\ 0 & I \end{bmatrix} z(t) + w(t),$$

(6)

where $A$ is the state matrix, and $B$ is the input matrix, and $w(t)$ is the process noise of the system. In our system, $\xi_s(t)$ is given by the state of the slave manipulator, and $u(t)$ is given by the input from the master manipulator. Since we assume the velocity-velocity control as in (1), $A$ is an identity matrix, $B$ is given by $K_{\text{ins}}$, and $u(t) = \xi_m$. We then assume that the $i^{th}$ demonstrated trajectory $y^i$ is drawn from this stochastic system, and $y^i$ is given as

$$y^i(t) = \begin{bmatrix} \xi_{\text{space}}^i(t) \\ u^i(t) \end{bmatrix},$$

(7)

where $\xi_{\text{space}}^i(t)$ is the state of the system and $u^i(t)$ is the input to the system at time $t$ in the $i^{th}$ demonstrated trajectory. When $M$ demonstrated trajectories are given, the reference trajectory $z$ can be associated with the demonstrated trajectories $y^1, \ldots, y^M$ as

$$\begin{bmatrix} y^1(t) \\ \vdots \\ y^M(t) \end{bmatrix} = \begin{bmatrix} I \\ \vdots \\ I \end{bmatrix} z(t) + v(t), \quad v(t) \sim N \left( \begin{bmatrix} 0 \\ \vdots \\ 0 \end{bmatrix}, \begin{bmatrix} R^1 & 0 & 0 \\ 0 & \ddots & 0 \\ 0 & 0 & R^M \end{bmatrix} \right),$$

(8)
where $\tau^*_i$ is the time mapping from the demonstrated trajectory $y^*$ to the reference trajectory $z$, and $R^i$ is the variance of the $i^{th}$ trajectory from the reference trajectory. Therefore, we can estimate the reference trajectory $z$ by using the Kalman smoother. In our implementation, we set $R^i = I$ for $i = 1, \cdots, M$ so that the importance of each demonstrated trajectory is equal. To estimate the reference trajectory, we initialized the time alignment as $\tau^*_i = \frac{1}{N} T^i$, where $N$ is the total number of time steps of the reference trajectory and $T^i$ is the length of the $i^{th}$ demonstrated trajectory.

After the time alignment is updated, the reference trajectory is also updated using the updated time alignment. By alternately repeating the updating of the reference trajectory and the time alignment, we can properly align the demonstrated trajectories in the time domain.

2) Modeling the conditional distribution of the demonstrated trajectories given the task condition: We employed GPR, a statistical approach, to model the distribution of the demonstrated trajectories as a function of the task condition. Although other regression methods such as Gaussian mixture regression [41], [42] and locally weighted regression [43] are available, we selected GPR because it handles nonlinear relationships using relatively little training data [44]. To model the deviation of the demonstrated trajectory $y$ from the reference trajectory $z$ by using GPR, we represent the dataset as follows:

$$ X = \begin{bmatrix} (\xi^*_1)^T \\ \vdots \\ (\xi^*_M)^T \end{bmatrix}, \quad Y_i = \begin{bmatrix} (\xi^*_1(t^i) - \xi^*_i(t))^T \\ \vdots \\ (\xi^*_M(t^i) - \xi^*_i(t))^T \end{bmatrix}, \quad X^* = \begin{bmatrix} (\xi^*_1)^T \\ \vdots \\ (\xi^*_N)^T \end{bmatrix}, \quad Y^*_i = \begin{bmatrix} (\xi^*_i(t) - \xi^*_i(t))^T \end{bmatrix} $$

(9)

where $X$ is the set of task conditions, $Y_i$ is the set of deviations of the demonstrated trajectories from the reference trajectory at the $t^{th}$ time step, $X^*$ is the test task condition, and $Y^*_i$ is the deviation from the reference trajectory under the test condition $X^*$ at the $t^{th}$ time step. When the state of the system is $D$ dimensional, the dimension of $Y_i$ is $M \times D$. In GPR, the joint distribution of $Y_i$ and $Y^*_i$ is modeled as a Gaussian distribution with zero-mean as

$$ p\left( Y_{i,j} | Y^*_{i,j} \right) \sim N\left( 0, \begin{bmatrix} G(X,X) + \sigma^2_n I & G(X,X^*) \\ G(X^*,X) & G(X^*,X^*) + \sigma^2_n I \end{bmatrix} \right) $$

(10)

where $Y_{i,j}$ is the $j^{th}$ column of $Y_i$, $Y^*_{i,j}$ is the $j^{th}$ column of $Y^*_i$, and $\sigma_n$ is a constant. $G$ is the kernel matrix defined as follows:

$$ G(X,X) \in \mathbb{R}^{M \times M}, \quad G(X,x)_{ij} = g(\xi^*_i, \xi^*_j), $$

$$ G(X^*,X) \in \mathbb{R}^{N \times M}, \quad G(X^*,x)_{ij} = g(\xi^*_i, \xi^*_j), $$

where $\xi^*_i$ is the $i^{th}$ demonstrated task condition, and $g(x_i, x_j)$ represents the kernel function. In our implementation, we used the square exponential kernel function defined as

$$ g(x_i, x_j) = \sigma_f \exp \left( -\frac{1}{2\ell^2}(x_i - x_j)^T(x_i - x_j) \right), $$

(11)

where $\sigma_f$ and $\ell$ are parameters that define the shape of the kernel function. The performance of the GPR depends on the selection of the hyperparameters $[\sigma_f, \sigma_n, \ell]$, which are obtained by maximizing the marginal likelihood defined as

$$ \log p_{marg} = -\frac{1}{2} \mathbf{y}_j^T G(X,X) \mathbf{y}_j - \log \det |G(X,X)| - M \log 2\pi. $$

(12)

For details of selecting the hyperparameters of GPs, please refer to [44]. Using the models described above, the conditional distribution of $Y^*_{i,j}$ is expressed as:

$$ p(Y^*_i | Y_{i,j}, X, X^*) \sim N\left( \mu^*_i, \Sigma^*_i \right) $$

(13)

where

$$ \mu^*_i = G(X^*,X) (G(X,X) + \sigma^2_n I)^{-1} Y_{i,j}, $$

$$ \Sigma^*_i = G(X^*,X^*) + \sigma^2_n I - G(X^*,X) (G(X,X) + \sigma^2_n I)^{-1} G(X,X^*) $$

(14)

Therefore, the trajectory under the given task condition is estimated as

$$ \xi^*_i(t) = \xi^*_{ref}(t) + E[Y^*_i | Y_{i,j}, X, X^*] $$

(15)

for $j = 1, \cdots, D$, where $\xi^*_i(t)$ is the state of the system in the $i^{th}$ dimension at the $t^{th}$ step in the trajectory predicted for the task condition $X^*$. The entire trajectory under the given task condition is estimated by computing (15) for $t = 0, \cdots, N$. Since we employed the standard single output GP, we require $N \times D$ models to obtain the whole trajectory.

Once the hyperparameters $[\sigma_f, \sigma_n, \ell]$ and covariance matrix $G(X,X)$ are obtained in the offline phase, the trajectory planning requires computing (15) for $t = 0, \cdots, N$, which is a matrix computation with relatively little computational cost. Therefore, the proposed scheme enables planning of the trajectory under dynamic task conditions with a sufficiently short computation time.

C. Spatial Motion Control for tracking the planned trajectory

1) Control Scheme for Spatial Motion: We present the spatial motion control scheme to stably track the spatial trajectory which is constantly updated during the task. This controller is necessary for tasks where the planned spatial motion needs to be achieved robustly.

The motion controller is implemented as an outer loop based on the underlying velocity controller, and it determines the reference velocity $\xi^*_v$ in order to track the task trajectory in the proposed system (Fig. 3). When the task trajectory is updated during the task execution, the desired trajectory of the manipulator changes discontinuously. Given such changes, the planned trajectory cannot be input to the velocity controller directly as a reference value since this would cause unstable system behavior. Tracking the updated trajectory stably and robustly requires that we determine the appropriate reference velocity for the velocity controller. For this purpose, we used the concept of sliding mode control [34]. In this framework, the desired system behavior is expressed as a sliding surface as follows:

$$ S(t) = \xi^*_v(t) - \xi^*_s(t) = 0 $$

(16)
where $\xi_s(t)$ is the kinematic state of the system at time $t$ and $\xi_s^*(t)$ is the kinematic state at time $t$ obtained from the planned trajectory. The desired velocity for tracking the planned trajectory is expressed as follows:

$$\dot{\xi}_s^r = \dot{\xi}_s^* - K \cdot \text{sat}(\xi_s(t) - \xi_s^*(t))$$

(17)

where $K = \begin{bmatrix} k_1 & 0 & 0 \\ 0 & \ddots & 0 \\ 0 & 0 & k_n \end{bmatrix}$, $n$ is the dimension of $\xi_s(t)$, and $k_i > 0$ for $i = 1, \ldots, n$. The saturation function sat($S$) is defined as

$$\text{sat}(S) = \begin{bmatrix} \text{sat}(s_1/c_1) \\ \vdots \\ \text{sat}(s_n/c_n) \end{bmatrix}$$

(18)

where $S = [s_1, \ldots, s_n]^T$, $\text{sat}(x_i) = \begin{cases} 1 & (x_i > 1) \\ x_i & (|x_i| < 1) \\ -1 & (x_i < -1) \end{cases}$

and $[c_1, \ldots, c_n]$ are positive constants that determine the boundary layer on the sliding surface.

In (17), the first term represents the feed-forward control input to ensure the system slides on the sliding surface; the second term represents the feedback control input to ensure the system converges to the sliding surface.

2) Stability of the Control Scheme: In the framework of the sliding mode control [34], the system converges to the sliding surface within a finite time if the following condition is satisfied for a certain positive value $[\eta_1, \ldots, \eta_n]$.

$$\frac{d}{dt}s_i^2 = -\eta_i |s_i|.$$ 

(20)

From (16) and (17), we obtain the following equations.

$$\frac{1}{2} \frac{d}{dt}s_i^2 = s_i \cdot \dot{s}_i$$

$$= -k_i s_i \cdot \text{sat}(s_i)$$

(21)

When $|s_i| > c_i$, (21) becomes

$$\frac{1}{2} \frac{d}{dt}s_i^2 = -k_i |s_i|.$$ 

(22)

Therefore, the system reaches the neighborhood of the sliding surface within a finite time. Meanwhile, when $|s_i| < c_i$, (21) can be rewritten as

$$\frac{1}{2} \frac{d}{dt}s_i^2 = -k_i s_i \cdot s_i.$$ 

(23)

Thus, the system exponentially converges to the sliding surface in the neighborhood of the sliding surface. Therefore, it converges from any state to the desired trajectory within a finite time and can perform tracking in stable manner according the control law in (17).

D. Force Tracking Control by learning both spatial motion and contact force

1) Control Scheme for Force Tracking Control: In this section, we describe the force tracking control scheme for tasks that require force control such as cutting soft tissue and tying a knot. The execution of such a task involves two main challenges: planning the desired trajectory of the contact force, and tracking the planned contact-force trajectory.

These problems can be solved by extending the trajectory planning scheme described in the previous section. The system simultaneously learns the spatial position trajectory of the manipulator and the contact force by defining the system state as in (4). By using this redundant expression, the system learns the trajectory of the spatial position and the contact force simultaneously using the method described in the previous section. Given the task condition $\xi_s^*$, the trajectory is estimated as $\xi_s^* = [\xi_s^*^T, F_s^*]^T$ where $\xi_s^*$ is a spatial trajectory and $F_s^*$ is the desired contact force. Thus, the desired value of the contact force can be planned by using the online trajectory planning scheme described in the previous section.

As described in the previous section, we use the force tracking controller based on admittance control; the force controller is implemented as an outer loop based on an underlying velocity controller. In this study, we consider the contact force exerted at the tip of the end effector, which is known that the transition between motions without contact force can be planned by using the online trajectory planning scheme described in the previous section. The execution of such a task involves two main tasks: planning the desired trajectory of the contact force, and tracking the planned contact-force trajectory.

In our force control framework, the desired contact force $F_s^*$ is planned under the task condition $\xi_s^*$, and the reference velocity for the velocity controller, $\dot{\xi}_s^*$, can be considered as a control input $u_f$. When the contact object is modeled as a spring and the state of the system is given by the translational position as $\xi_{\text{space}} = [x, y, z]$, the trajectory learned from the demonstration should satisfy the following equation:

$$\dot{F}_s^* = K_{\text{demo}} \dot{\xi}_{\text{space}},$$

(26)

where $\xi_{\text{space}} = [\xi_{\text{space}}^* F_s^*]^T$ is the planned trajectory under the given condition $\xi_{\text{space}}^*$, and $K_{\text{demo}}$ is the stiffness of the contact object under the condition in which the demonstration was performed. Assuming that (26) holds, $\dot{u}$ is replaced with $\dot{\xi}_{\text{space}}$ in (25). Hence, the reference velocity for the velocity controller $\dot{\xi}_{s}^*$ is determined as follows:

$$\dot{\xi}_{s}^* = \dot{\xi}_{\text{space}}^* - k \text{sat} \left( \frac{F_s - F_s^*}{c_0} \right)$$

(27)

As in (17), the first term represents the feedforward input, and the second term represents the feedback input. Although it is known that the transition between motions without contact to motions with contact can be unstable [45], the proposed
control scheme does not require switching control schemes for dealing with contacts.

2) Stability of the Proposed Force Tracking Control: The robustness of the proposed force tracking control law in (27) is shown below. We introduce $K^{\text{test}}$ as the stiffness of the contact object under the given test condition. We then assume that the difference of the object stiffness between the test condition and the demonstration condition is bounded as

$$
\left| (K^{\text{test}} - K^{\text{demo}}) \xi^*_s \right| < \Delta,
$$

where $\Delta$ is a constant that indicates the upper bound of the difference between the test condition and the demonstration condition. From (27) and (28), the following relationship can be obtained.

$$
\frac{1}{2} \frac{d}{dt} e^2_i = e_i \cdot \dot{e}_i \\
= e_i \cdot (F_{s,i} - F_{s,i}^*) \\
= e_i \cdot \left( K^{\text{test}} (\xi^*_s, e_i) - K^{\text{demo}} (\xi^*_s, e_i) \right) \\
\leq |e_i| \cdot \Delta - K^{\text{test}} k e_i \cdot \text{sat}(e_i/\epsilon_0)
$$

where $e_i$ denotes the $i$th component of $e = F_s - F_s^*$. When $|e_i| > \epsilon_0$, (29) is rewritten as:

$$
\frac{1}{2} \frac{d}{dt} e^2_i \leq |e_i| \cdot \Delta - K^{\text{test}} k|e_i|
$$

Hence, if we set $k$ as $k > \frac{\Delta + \eta}{K^{\text{test}}}$, the condition (20) is satisfied. When $|e_i| \leq \epsilon_0$, (29) is rewritten as:

$$
\frac{1}{2} \frac{d}{dt} e^2_i \leq |e_i| \cdot \Delta - K^{\text{test}} k e_i^2
$$

Therefore, if we set $k$ as $k > \frac{\Delta + \eta}{K^{\text{test}}}$, the norm of the error function $|e_i|$ monotonically decreases to $\frac{\Delta}{K^{\text{test}}}$. Thus, the proposed force tracking scheme enables robust tracking of the planned force trajectory with a disturbance by setting $k$ sufficiently large.

Obviously, (28) is rewritten as

$$
|K^{\text{test}} - K^{\text{demo}}| < \frac{\Delta}{|\xi^*_s|},
$$

Hence, if the stiffness of the contact object in the test scene satisfies the condition of (32), the system robustly tracks the planned contact force.

IV. EXPERIMENTS

We evaluated the developed system through experiments with tasks that emulate tying a knot and cutting soft tissues. First, we describe the experiment to evaluate the online trajectory planning scheme. Next, the performance of the proposed force tracking scheme is discussed.

A. Evaluation of Trajectory Planning Scheme

1) Evaluation with a unimanual looping task: The first experiment was performed to evaluate the performance of the proposed trajectory planning scheme. In this experiment, the system learned a unimanual DOUBLE LOOP task, which involves making a loop around the instrument on the left with a thread held by an instrument on the right. This task was designed to demonstrate trajectory generation for a time- and space-dependent task that required adaptation of the topological shape of the trajectory to the environmental conditions.

In this experiment, in this unimanual task, the state of the system is given by the position of the right instrument as

$$
\xi_s = [x_r, y_r, z_r]
$$

where $[x_r, y_r, z_r]$ is the positions of the tip of the right instruments. The task condition was defined as the position of the left instrument, as given below:

$$
\xi_c = [x_l, y_l, z_l]
$$

where $[x_l, y_l, z_l]$ is the positions of the tip of the left instruments. The position of the left instrument was fixed for a single demonstration. The transformation between the coordinates of the right and left instruments was unknown. In this experiment, we set $N = 100$ in (15).

We used the four sets of demonstrations shown in Fig. 4 to test whether the quality of the dataset affected the results. Nine demonstrations each were performed for dataset1, dataset2, and dataset3. Among these datasets, dataset1 had the largest variance, while dataset2 had the smallest variance (Fig. 4). Dataset4 includes all of the demonstrations used in dataset1, dataset2, and dataset3. Specific conditions for each dataset are shown in Table I - IV in the Appendix. The initial position of the right instrument was the same throughout this experiment.

To test the performance of trajectory planning, we varied the distance between the left and right instruments. The distance was changed from 10 to 40 mm along the Z and Y axes. To quantify the smoothness of the planned trajectories, we computed the norm of jerk of the planned trajectory as,

$$
1/T \sum_{t=0}^{T} \left\| \dddot{\xi}_s(t) \right\|.
$$
The result of the DTW is shown in Fig. 5. The thick red line in Fig. 5(b) represents the reference trajectory estimated by the Kalman smoother. Although the demonstrated trajectories contain temporal variations (Fig. 5(a)), the motion was synchronized with the reference trajectory after the DTW process (Fig. 5(b)). The distribution of the demonstrated trajectories was modeled by GPR from the data shown in Fig. 5(b).

The trajectories planned in the simulation are visualized in Fig. 6. The trajectories show that they were successfully planned under the given conditions when the dataset1 was used as demonstration. On the other hand, when the dataset2 was used, the trajectories became unnecessarily wavy if the condition was far from the demonstrated condition as $\xi_c = [0, 0, 40]$ shown in Fig. 6 (h). Such unnecessary motions are not preferable because they may lead to collisions with surrounding objects during an actual surgery.

The jerk of the planned trajectories is shown in Figs. 7. As the distance between the left and right instrument increased, the jerk of the planned trajectory increased. This indicates that the quality of the estimated trajectory deteriorates when the difference between the test condition and the demonstration condition is large. As for the effects of variance of the training dataset, the jerks of the planned trajectories were smaller the greater the variance.

These are natural results because our framework considers trajectory planning to be a regression problem. These results indicate that the demonstration should be performed under sufficiently various conditions.

The average computation time for planning an entire trajectory when using a 64-bit machine with an Intel Core i7-4600U CPU 2.1 GHz is shown in Fig. 8. The computation time was nearly proportional to the number of demonstrated trajectories given as inputs. Therefore, a trade-off exists between the computation time and quality of the planned trajectory. The demonstrated trajectory is often sub-optimal and contains unnecessary motions. If we have more demonstrations, unnecessary motions in the demonstrated trajectories are often canceled out, and we can estimate better trajectories. However, increasing the number of demonstrations leads to increase of computational time for planning trajectories.

We performed trajectory planning under a dynamic condition to evaluate the proposed trajectory planning scheme. In this experiment, the developed system performed the DOUBLE LOOP task autonomously according to changing task conditions, and the spatial motion controller described in Section III-C was employed. Dataset1 in Fig. 4 was used for learning the DOUBLE LOOP task in this experiment. During the experiment, the left instrument was moved to disrupt the task execution while the system planned and updated the task trajectory under the dynamic conditions. The left instrument started moving approximately 4 seconds after the motion of the right instrument started.

Figure 9 shows the experimental procedure of this experiment. The system performed the task successfully despite the motion of the left instrument. The planned and executed trajectories in this experiment are visualized in Fig. 10. In Fig. 10(a), the displacement of the left instrument was $[\Delta x, \Delta y, \Delta z] = [+12 \text{mm}, -28 \text{mm}, +36 \text{mm}]$. In Fig. 10(b), the displacement of the left instrument was $[\Delta x, \Delta y, \Delta z] = [-23 \text{mm}, +20 \text{mm}, +44 \text{mm}]$. The trajectories were updated approximately every 50 ms. During the task, the system updated the trajectory 205 times in less than 11 seconds. The figure shows that the trajectories were updated according to the motion of the left instrument, and the right instrument tracked the planned trajectories in a stable manner. Fig. 11 shows the plots of the same trajectories as in Fig. 10 over time. From this figure, one can see that the trajectory converged to updated trajectories smoothly and quickly. This quick convergence to the updated trajectory shows the benefit of our tracking control scheme.

2) Application Example: Knot Tying Task : To demonstrate the capability of the proposed trajectory planning, we implemented autonomous knot tying in the developed system. The developed system learned two bimanual motions: making a loop with a thread, and then grabbing and pulling the thread. In the bimanual motion for looping, the relative position of the two arms was given as the task condition:

$$\xi_c = [x_t - x_1, y_t - y_1, z_t - z_1]$$  \hspace{1cm} (35)

We performed the demonstration of the bimanual motion for making a loop nine times from the different initial positions. In the bimanual motion for grabbing and pulling the thread, the position of the stage was tracked by the stereo camera and given as the task condition:

$$\xi_c = [x_{\text{cam}}, y_{\text{cam}}, z_{\text{cam}}]$$  \hspace{1cm} (36)

We placed a color marker on the stage that was visually tracked by the KLT tracker implemented in OpenCV [46]. The measurement from the visual tracking was smoothed by using the Kalman filter. The motion for grabbing and pulling the thread was demonstrated nine times with the different stage position.

The procedure of the autonomous knot-tying is shown in Fig. 12. In this experiment, spatial motion control described in Section III-C was employed. The developed system
autonomously performed knotting by executing the learned looping motion and grasping motion in sequence. In addition, by tracking the position of the object, the system planned and updated the trajectory in real time, and grabbed the thread even when the position of the thread was disturbed during the autonomous motions.

The trajectories planned and executed during the autonomous knotting is visualized in Fig. 13. As shown, the trajectories were planned and updated during the motion for grabbing the thread. The trajectory was updated 372 times in about 20 seconds. This result indicates the capability of the proposed scheme that enables planning the task trajectory in a sufficiently short time under dynamic conditions.

B. Evaluation of Online Trajectory Planning and Force Tracking Control

1) Performance of Proposed Force Tracking Control:

Here we evaluated the system in which the online trajectory planning and robust force tracking control schemes were integrated. The system learned the TOUCH-LINE task, which involves touching a line depicted on the contact object with a certain contact force (Fig. 14). This task was designed to emulate the motion of cutting an organ by using a surgical knife. The task requires the precision to touch along a straight line on the object and robustness to track the planned contact force trajectory under disturbances. This task is time- and space-dependent and difficult to describe as a single point-to-point task.

An operator demonstrated the TOUCH-LINE task nine times by controlling the slave manipulator from the master system. The force exerted on the slave manipulator was reflected on the master system, and the operator performed the task based on the haptic feedback from the master system. The force tracking control was implemented in the Z axis indicated in Fig. 14(a). The position of the contact object was varied for each demonstration.

In this experiment, the state of the system is defined as follows:

$$\xi_s = [x_r, y_r, z_r, F_{z,r}]$$

where $[x_r, y_r, z_r]$ is the position of the right instruments, and $F_{z,r}$ is the force exerted on the tip of the right instrument in the direction of the $z$ axis. In this experiment, the force
trajectories were generalized to new initial positions of the end effector using the proposed trajectory planning method. The performance of the force tracking control was then examined.

To examine the robustness of the proposed force tracking scheme, we examined the system under three conditions: (a) the same as the demonstration; (b) a condition with a disturbance of the contact object stiffness (Fig. 14(b)); and (c) a condition with a disturbance of the contact object posture (Fig. 14(c)). We used a rubber sheet as the contact object, under which was placed a sponge in the demonstration. For the condition with disturbance of the contact object stiffness, we placed a steel plate between the rubber sheet and sponge (Fig. 14(b)). For the condition with disturbance of the contact object posture, we placed another sponge under the stage to tilt the contact surface (Fig. 14(c)).

We performed the experiment with two systems: the system that learns and controls both spatial motion and contact force with the proposed scheme, and the system that learns only spatial motion with the proposed trajectory planning scheme.

To measure the contact force at the tip of the instrument, strain gauges were attached as shown in Fig. 16. In practice, it is not trivial to measure the contact force at the tip of a surgical instrument [47]. We used an experimental setup to allow for measuring the contact force in a stable manner.

Fig. 17 shows the results under the same condition as that of the demonstration, the condition with a disturbance of the contact object stiffness, and the condition with a disturbance of the contact object posture, respectively. In these experiments, the initial position of the end effector was set to \( \xi_c = [0, 0, 30]^T \); hence, the initial position of the end effector was different from the demonstration. Because the demonstrated trajectories were statistically modeled, the planned trajectories of the contact force were smooth despite the noisiness of the measured contact force in the demonstrations.

The system without force tracking control followed the planned spatial trajectory regardless of the disturbance. Under the same condition as the demonstration, the planned trajectory of the contact force was roughly achieved by the system that only learned the spatial motion (Fig. 17(a)). This indicates that it is reasonable to assume that (26) is satisfied. However, under conditions with a disturbance, the contact force largely deviated from the planned trajectory in the experiment with the system that learned only spatial motion (Fig. 17(b) and Fig. 17(c)).

In contrast, the proposed system with the force tracking control robustly tracked the planned trajectory of the contact force even under conditions with disturbances. Under conditions with disturbance, the contact force deviated from the planned contact force at the beginning of contact; however, the contact force converged to the planned trajectory in a stable
Fig. 12. Experimental procedure for autonomous knot tying. The position of the stage was moved manually to disrupt the task execution.

Fig. 13. Visualization of trajectory planned and executed during the autonomous knotting: (a) trajectories for making a loop and (b) trajectories for grabbing and pulling the thread. In (b), the green dots represent the executed trajectory. The Blue, orange, and yellow dots represents the trajectories planned in this order.

Fig. 14. Setup for TOUCH-LINE task. The task involves pushing along the line indicated in (a); (b) shows the setup for experiment with a disturbance in the contact object stiffness; (c) shows the setup for experiment with a disturbance in the contact object posture.

Fig. 15. Visualization of demonstrated trajectories for TOUCH-LINE task. Specific conditions are shown in Appendix.

Fig. 16. Robotic instrument with force sensors. Strain gauges were attached to the base of the rod.

manner (Fig. 17(b) and Fig. 17(c)). Following convergence, the system robustly tracked the planned contact force even when the planned contact force began to decrease. These results show that the proposed force tracking control scheme enables robust tracking and planning of the contact force even under conditions with disturbances. In this experiment, the trajectory does not change the directions where the position control is used because the disturbance from the contact object does not affect the trajectory in the direction where the position control is used.

2) Force Tracking Control with Online Trajectory Planning: We performed online trajectory planning with force tracking control under dynamic conditions. In this experiment, we disturbed the position of the contact object during automatic execution of the TOUCH-LINE task.
In this experiment, the position of the contact object was tracked by a stereo camera with a KLT tracker implemented in OpenCV. The measurement from the visual tracking was smoothed by using Kalman filter. The state of the system was given as the same as the previous experiment:

$$\xi_s = [x_r, y_r, z_r, F_z, r].$$  \hspace{1cm} (39)

We used the task condition given as

$$\xi_c = [x_{\text{cam}}, y_{\text{cam}}, z_{\text{cam}}],$$  \hspace{1cm} (40)

where $[x_{\text{cam}}, y_{\text{cam}}, z_{\text{cam}}]$ represents the position of the contact object in the stereo camera coordinates. The transformation between the stereo camera coordinates and the robot coordinates was unknown. The demonstration was performed nine times with different positions of the contact object. The initial position of the end effector was fixed in this experiment.

The experimental procedure is shown in Fig. 18. The manipulator tracked the line on the contact object even though the contact object was moved during the task execution. The trajectory was updated 188 times in less than 11 seconds. This indicates that the task trajectory was appropriately generalized to the new conditions in real time.

The planned and executed trajectories during the experiment are visualized in Fig. 19. The trajectories were planned and updated approximately every 50 ms according to the movement of the contact object. The system updated the trajectory 188 times in approximately 11 seconds. The trajectory of the contact force and the position of the manipulator are shown in Fig. 20. Although the contact force is disturbed by the motion of the contact object, the planned contact force was robustly achieved by the manipulator. This result indicates that the proposed system is applicable to the online trajectory planning and force tracking control under dynamic task conditions.
The thread was successfully tightened.

The thread was not tightened sufficiently.

3) Application Example: Tightening a Knot: To demonstrate the performance of the force control scheme, we implemented an autonomous motion for tightening a knot. We performed a motion for tightening a knot nine times from the different initial positions of two instruments (Fig. 21). In the demonstration, the position of the thread held by the instrument was fixed. In this experiment, the system learned the force in one direction as shown in Fig. 21. The state of the system was given as:

$$\xi_s = [x_r, y_r, z_r, x_l, y_l, z_l, F_{y,r}]$$

(41)

where $F_{y,r}$ is the force exerted on the tip of the right instrument in the direction of the $y$ axis. The initial positions of the tips of the right and left instruments are used as the task condition:

$$\xi_c = [x_r(0), y_r(0), z_r(0), x_l(0), y_l(0), z_l(0)].$$

(42)

By using this representation, the system generalized the task trajectories to different initial positions of the right and left instruments. One of the demonstrations is visualized in Fig. 22. In this experiment, the force tracking control was employed in the direction of the $y$ axis, and the spatial motion control was employed in the direction of the $x$ and $z$ axis. The conditions of the demonstrations are shown in the Appendix. In these experiments, the initial position of the end effector was set to $\xi_c = [0, 0, 0, 0, 0, 0]^T$.

To examine the robustness of the proposed scheme, we varied the length of the thread and performed autonomous tightening for several scenarios: (1) The thread was the same length as that of the demonstration; (2) The thread was 10mm shorter than that of the demonstration; and (3) The thread length was 10mm longer than that of the demonstration.

The result of the experiment is shown in Figs. 23 and 24. As shown, the system using the proposed force tracking control apparently outperforms the system without force control. Despite the difference of the thread length, the proposed system tightened the knot appropriately. Figure 24 shows the force profile recorded in this experiment. The length of the thread significantly affected the force profile during the task. If force control is not implemented, the measured force was nearly zero at the end of the task when the thread is longer than that of the demonstration, and when the thread is shorter, the measured force largely exceeded the planned value at the end of the task.

In contrast, the force was appropriately controlled to be the desired value at the end of the task regardless of the length of the thread if the proposed force control method was implemented. This result indicates that the proposed scheme achieves robust tracking of the planned force profile even when experiencing disturbances.

V. DISCUSSION

Our scheme enables online planning and robust tracking of spatial motion and contact force based on demonstrations. In addition, our force control scheme achieves robust tracking of the planned contact force under dynamic conditions. Although we updated the trajectories every 50-60 ms in the experiments, it might not be necessary to update the trajectory as often for simple tasks. However, we think that the faster update of the trajectory leads to more adaptive behaviors of the system. Our approach solves the trajectory planning problem as a regression problem. Although we use GPR to model the distribution of the demonstrated trajectories, our framework is not limited to specific regression methods. Sparse GPR and GMR can be also used in our framework, thereby reducing the computational costs [48], [49].

With regard to the use of GPR, the work by Calinon et al. described a method using GPR to retrieve the trajectory parameters from task conditions [18]. In order to generalize the motion to a new task condition, the method in [18] requires two steps: 1) estimate the parameters of GMMs with GPR,
and 2) generate a trajectory with the GMMs. On the contrary, we use GPR to directly retrieve the state of the system from the task conditions. Since our approach directly estimates a trajectory from a given task condition, the computational cost will be less, which is suitable for online trajectory planning.

In the DOUBLE LOOP and TOUCH-LINE tasks, the relationship between task conditions and trajectories is nearly linear. For this reason, the trajectory distribution was successfully modeled from only nine demonstrated trajectories in the experiments. When the relationship between task conditions and trajectories is nonlinear, more demonstrations will be required. In addition, task conditions in our experiments comprised three or six dimensions. When the dimension of the task condition increases, the system will require more demonstrations, which in turn will lead to greater computational costs. For example, if the orientation of the object needs to be additionally taken into account, demonstrations with various object orientations are necessary.

In prior work in [12], a spatio-temporal perturbation is referred to as a perturbation that affects the length of a task, which results in changes in both a spatial trajectory and temporal dynamics. Pushing away a target object during a task is presented as an example of such a spatio-temporal perturbation in [12]. The experiment presented in Section IV-A shows the performance of our system under spatio-temporal perturbations. Moving the target instrument away from the controlled instrument during the DOUBLE LOOP task is a spatio-temporal perturbation that affects both the spatial and temporal dynamics of the movement. As shown in the experiment in Section IV-A, when a spatio-temporal perturbation was introduced, our system adapted the behavior without unnatural behaviors. In our framework, spatio-temporal perturbation is addressed using online trajectory planning and tracking control. By updating a spatial trajectory on the fly, our system plans natural spatial trajectory according to the change of the condition. Simultaneously, our tracking control adapts the velocity and tracks the planned trajectory in a stable manner. This adaptation of the velocity can be interpreted as the adaptation of the temporal dynamics to the updated trajectory. Therefore, our system stably adapts its behavior even when a spatio-temporal perturbation is introduced.

In the step where we align the trajectory in the time domain using DTW, the trajectory distribution is assumed to be a Gaussian distribution in (8). Therefore, if the distribution of the demonstrated trajectories does not follow this assumption, it may be necessary to modify the method for aligning the trajectories in the time domain. When we compute the variance in (8), we assumed that every demonstration has equal relevance to the reference trajectory. However, one can use the variance that encapsulates the information about the task condition. One simple way to implement this condition-related variance is to set the variance as \( R^2 \propto \exp(\|\xi^i - \xi^\text{test}\|) \) for the given context \( \xi^\text{test} \) in (8). This extension needs to be investigated in future work.

In Section IV-B, the performance of the force tracking control is discussed. The results show that the proposed scheme can track the planned trajectory of the contact force robustly even under disturbances. The approaches described in [30], [31] enable explicit force control, but they require iterative learning to adapt the controllers for new situations. In contrast to these approaches, our approach enables robust control of the contact force without iterative learning. As shown in the tightening-a-knot task, small changes of the condition significantly affect the profile of the contact force, especially when working with a flexible and non-stretchable object such as a thread. Thus, the robustness shown in the experiments are very important to perform such tasks that require the force tracking control.

This study shows that the force tracking control with online trajectory planning is potentially feasible by using the proposed scheme. Additionally, it can be used for automation of surgical tasks such as tying a knot and cutting soft tissues. Although experiments in this paper emulated surgical tasks, the tested situation shown in this paper is still very simple compared with real surgery. Experiments in a more realistic situation should be performed in future work. One of the main challenges for applying our framework to actual surgery is sensing. Although our framework requires sensing the task condition in real time, it is challenging to track a surgical thread and measure the contact force at the tip of an instrument during actual robotic surgery.

Regarding the application to actual clinical use, full automation of surgical task is not realistic at this time because supervision by human operators is essential to ensure the safety. Several recent studies developed shared control frameworks for teleoperation [50]–[53]. The method described in this paper is potentially applicable to such frameworks. Although we applied our method to automation of robotic surgery, our method is also applicable to various applications. The results shown here will contribute to various fields, which are not
strictly limited to medical applications.

In our framework, the performance of the automated motions is dependent on the quality of the demonstrated motions. In future work, we will investigate reinforcement learning approaches, which would enable autonomous improvement of the performance of automated motions [54], [55].

VI. CONCLUSION

We presented a framework of online trajectory planning and force tracking control for automation of surgical tasks. The proposed scheme enables the planning of trajectories for spatial motion and contact force in real time under dynamic conditions by leveraging demonstrations under various conditions. By learning the spatial motion and contact force simultaneously, the planned profile of the contact force can be tracked robustly and stably. The proposed scheme enables performing surgical tasks that require online trajectory planning and force tracking control, such as cutting soft tissue and tying knots. The robustness of the proposed force tracking control scheme was analytically described.

The performance of the trajectory planning and force control schemes was evaluated through experiments that emulate tying a knot and cutting soft tissues. In the experiments, the developed system planned and updated both spatial trajectory and force profiles under dynamic conditions. Additionally, the planned contact force was tracked robustly against changes in the stiffness and position of the contact object. Experimental results indicate the feasibility of surgical task automation under dynamic conditions using our framework.

APPENDIX

Tables I–IV present the specific conditions of the demonstrations for DOUBLE LOOP task in Section IV-A. Table V presents the specific conditions of the demonstrations for TOUCH LINE task in Section IV-B1. Table VI presents the specific conditions of the demonstrations for the tightening-a-knot task in Section IV-B1.
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TABLE VI

CONDITION FOR THE TRAINING DATASET FOR THE TIGHTENING-A-KNOT TASK IN SECTION IV-B3.

<table>
<thead>
<tr>
<th>No.</th>
<th>$x_1(0)$</th>
<th>$y_1(0)$</th>
<th>$z_1(0)$</th>
<th>$x_2(0)$</th>
<th>$y_2(0)$</th>
<th>$z_2(0)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>2</td>
<td>-1.2</td>
<td>2.0</td>
<td>-5.0</td>
<td>10.4</td>
<td>-8.3</td>
<td>-4.5</td>
</tr>
<tr>
<td>3</td>
<td>8.8</td>
<td>2.1</td>
<td>6.5</td>
<td>-20.1</td>
<td>-7.8</td>
<td>-8.1</td>
</tr>
<tr>
<td>4</td>
<td>15.3</td>
<td>1.9</td>
<td>-12.0</td>
<td>-24.3</td>
<td>-7.3</td>
<td>6.0</td>
</tr>
<tr>
<td>5</td>
<td>-16.3</td>
<td>1.5</td>
<td>7.3</td>
<td>10.7</td>
<td>-8.2</td>
<td>-11.2</td>
</tr>
<tr>
<td>6</td>
<td>9.2</td>
<td>8.9</td>
<td>-3.9</td>
<td>5.2</td>
<td>-16.1</td>
<td>-4.8</td>
</tr>
<tr>
<td>7</td>
<td>7.9</td>
<td>3.8</td>
<td>17.5</td>
<td>7.5</td>
<td>-7.9</td>
<td>14.5</td>
</tr>
<tr>
<td>8</td>
<td>-4.2</td>
<td>1.1</td>
<td>-2.9</td>
<td>11.2</td>
<td>-9.5</td>
<td>8.276</td>
</tr>
<tr>
<td>9</td>
<td>-4.5</td>
<td>6.5</td>
<td>-3.2</td>
<td>-5.4</td>
<td>-7.5</td>
<td>-5.7</td>
</tr>
</tbody>
</table>

2013, pp. 4111–4117.
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