
Machine Learning

Summer Semester 2017, Homework 1 (90 points + 15 bonus)
Prof. Dr. J. Peters, M. Ewerton, S. Parisi

Due Date: Wednesday, 10 May 2017 (before the lecture)

Problem 1.1 Linear Algebra Refresher [20 Points]

a) Matrix Properties [5 Points]

A colleague of yours suggests matrix addition and multiplication are similar to scalars, thus commutative, distribu-
tive and associative properties can be applied. Is the statement correct? Prove it analytically (for both operations)
considering three matrices A, B, C of size n× n.
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b) Matrix Inversion [6 Points]

Given the following matrix

A=





1 2 3
1 2 4
1 4 5





analytically compute its inverse A−1 and illustrate the steps.

If we change the matrix in

A=





1 2 3
1 2 4
1 2 5





is it still invertible? Why?

c) Matrix Pseudoinverse [3 Points]

Write the definition of the right and left Moore-Penrose pseudoinverse of a generic matrix A∈Rn×m.

Given A∈R2×3, which one does exist? Write down the equation for computing it, specifying the dimensionality of
the matrices in the intermediate steps.
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d) Eigenvectors & Eigenvalues [6 Points]

What are eigenvectors and eigenvalues of a matrix A? Briefly explain why they are important in Machine Learning.
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Problem 1.2 Statistics Refresher [30 Points]

a) Expectation and Variance [8 Points]

Let Ω be a finite set and P : Ω→R a probability measure that (by definition) satisfies P (ω)≥ 0 for all ω ∈ Ω and
∑

ω∈Ω P (ω) = 1. Let f : Ω→R be an arbitrary function on Ω.

1) Write the definition of expectation and variance of f and discuss if they are linear operators.

2) You are given a set of three dices {A, B, C}. The following table describe the outcome of six rollout for the dices,
where each column shows the outcome on the respective dice. (Note: assume the dices are standard six-sided
dices with values between 1-6)

A 4 4 2 4 1 1
B 3 6 3 3 4 3
C 5 5 2 1 1 1

Estimate the expectation and the variance for each dice using unbiased estimators. (Show your computations).

3) According to the data, which of them is the “most rigged”? Why?

4



Machine Learning - Homework 1

Name, Vorname: Matrikelnummer:

b) It is a Cold World [12 Points]

Consider the following three statements:
a) A person with a cold has backpain 30% of the time.
b) 5% of the world population has a cold.
c) 10% of those who do not have a cold, still have backpain.

1) Identify random variables from the statements above and define a unique symbol for each of them.
2) Define the domain of each random variable.
3) Represent the three statements above with your random variables.
4) If you suffer from backpain, what are the chances that you suffer from a cold? (Show all the intermediate
steps.)
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c) Journey to THX1138 [10 Points]

After the success of the Rosetta mission, ESA decide to send a spaceship to rendezvous with the comet THX1138.
This spacecraft consists of four independent subsystems A, B, C , D. Each subsystem has a probability of failing
during the journey equal to 1/3.
1) What is the probability of the spacecraft S to be in working condition (i.e., all subsystems are operational at the
same time) at the rendezvous?
2) Given that the spacecraft S is not operating properly, compute analytically the probability that only subsystem
A has failed.
3) Instead of computing the probability analytically, do a simple simulation experiment and compare the result to
the previous solution. Include a snippet of your code.
4) An improved spacecraft version has been designed. The new spacecraft fails if the critical subsystem A fails, or
any two subsystems of the remaining B, C , D fail. What is the probability that only subsystem A has failed, given
that the spacecraft S is failing?
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Problem 1.3 Optimization and Information Theory [40 Points + 15 Bonus ]

a) Entropy [5 Points]

You work for a telecommunication company that uses a system to transmit four different symbols S1, S2, S3, S4
through time. In the current system, each symbol has a probability to occur according to the following table

S1 S2 S3 S4

pi 0.01 0.65 0.25 0.09

Compute the entropy of the system and write the minimum number of bits requires for transmission.
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b) Constrained Optimization [20 Points]

After an upgrade of the system, your boss asks you to change the probabilities of transmission in order to maximize
the entropy. However, the new system has the following constraint

4=
4
∑

i=1

2pi i.

1) Formulate it as a constrained optimization problem. Do you need to include additional constrains beside the
one above?
2) Write down the Lagrangian of the problem. Use one Lagrangian multiplier per constraint.
3) Compute the partial derivatives of the Lagrangian above for each multiplier and the objective variable. Is it
easy to solve it analytically?
4) Formulate the dual function of this constrained optimization problem. Solve it analytically.
5) Name one technique for numerically solve these problems and briefly describe it.
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c) Numerical Optimization [15 Points]

Rosenbrock’s function (to be minimized) is defined as

f (x ) =
n−1
∑

i=1

�

100
�

x i+1 − x2
i

�2
+ (x i − 1)2

�

.

Write in Python a simple gradient descent algorithm and simulate it for 100 steps on Rosenbrock’s function with
n = 20. Attach a snippet of your algorithm, discuss the effects of the learning rate and attach a plot of your
learning curve with your best learning rate.

d) Gradient Descent Variants [15 Bonus Points]

Throughout this class we have seen that gradient descent is one of the most used optimization techniques in
Machine Learning. This question asks you to deepen the topic by conducting some research by yourself.

1) There are several variants of gradient descent, namely batch, stochastic and mini-batch. Each variant differs in
how much data we use to compute the gradient of the objective function. Discuss the differences among them,
pointing out pros and cons of each one.

2) Many gradient descent optimization algorithms use the so-called momentum to improve convergence. What is
it? Is it always useful?
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