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Abstract

Policy search is among the most successful approaches to learning on real robots. While
impressive results were achieved in the past, policy search methods are limited in their
applicability as they are generally sample-inefficient and are known to suffer from local
optima. A reasonable approach to tackle these problems emerges from advanced accel-
eration concepts in mathematical optimization. Acceleration techniques are proven to
enhance the convergence properties of gradient-based optimization algorithms if certain
mathematical conditions are satisfied. However, it is unclear how these concepts trans-
fer to policy search. In this thesis, acceleration of policy search is studied on the basis
of a particular acceleration scheme applicable to mirror descent. Inspired by Gaussian
accelerated mirror descent search (G-AMDS), we derive two practical mirror descent
variants operating in an infinite-dimensional setting: distributional mirror descent (DMD)
and accelerated distributional mirror descent (ADMD), where the latter incorporates the
acceleration scheme at hand. Based on these two algorithms the effects of accelerating
policy search are researched in an experimental study on continuous control problems.
Further, ADMD is compared to state-of-the-art policy search methods both practically
and theoretically. Our results suggest, that while acceleration in policy search generally
enhances convergence properties, acceleration techniques are more valuable in different
optimization settings.



Zusammenfassung

Die Strategiensuche gehört zu den erfolgreichsten Ansätzen für das Lernen auf realen
Robotern. Während in der Vergangenheit beeindruckende Ergebnisse erzielt wurden, sind
Strategiensuchmethoden in ihrer Anwendbarkeit begrenzt, da sie im Allgemeinen stich-
probenineffizient sind und bekanntermaßen unter lokalen Optima leiden. Ein sinnvoller
Ansatz zur Lösung dieser Probleme ergibt sich aus fortgeschrittenen Beschleunigungskon-
zepten in der mathematischen Optimierung. Es ist erwiesen, dass Beschleunigungstech-
niken die Konvergenzeigenschaften von gradientenbasierten Optimierungsalgorithmen
verbessern, wenn bestimmte mathematische Bedingungen erfüllt sind. Es ist jedoch unklar,
wie sich diese Konzepte auf die Strategiensuche übertragen lassen. In dieser Arbeit wird
die Beschleunigung der Strategiensuche auf der Basis eines speziellen Beschleunigungs-
schemas für den Mirror Descent Algorithmus untersucht. Inspiriert von dem Gaussian
Accelerated Mirror Descent Search Algorithmus (G-AMDS) leiten wir zwei praktische
Mirror Descent Varianten ab, die in einer unendlichdimensionalen Umgebung arbeiten: Dis-
tributional Mirror Descent (DMD) und Accelerated Distributional Mirror Descent (ADMD),
wobei letzterer das vorliegende Beschleunigungsschema beinhaltet. Basierend auf die-
sen beiden Algorithmen werden in einer experimentellen Studie auf kontinuierlichen
Regelungsproblemen die Auswirkungen einer beschleunigten Strategiensuche untersucht.
Darüber hinaus wird ADMD sowohl praktisch als auch theoretisch mit State-of-the-Art
Strategiensuchmethoden verglichen. Unsere Ergebnisse deuten darauf hin, dass die Be-
schleunigung der Strategiensuche zwar generell die Konvergenzeigenschaften verbessert,
die Beschleunigungstechniken aber in anderen Optimierungsproblemen wertvoller sind.
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1. Introduction

From quadrupedal machines walking in wooded terrain [1] to juggling robot arms [2]:
with the advancements in reinforcement learning, robots today can learn impressive skills
- without requiring a team of expert engineers as the robot learns everything it needs to
know by itself.

Among the most successful approaches to learning on real robots is policy search [3].
Roughly speaking, instead of using a handcrafted controller, in policy search an agent
explores its environment and adapts its behavior or policy based on made observations.
The goal of policy search is to find an optimal policy for the agent with respect to solving
an associated task [4].

However, policy search methods are considered sample inefficient, since the agent usually
needs a large number of interactions with its environment to find good policies [5]. In
addition, policy search is known to suffer from local optima, if not already in the solution
basin [4]. For these reasons, policy search methods are limited in their applicability, and
agents are typically pre-trained in a computer simulation before being deployed in a
real-world scenario.

One way to tackle sample inefficiency of policy search methods might be transferring
acceleration concepts from mathematical optimization or short optimization to policy
search methods. Acceleration refers to techniques applied to gradient-based optimization
algorithms in mathematics, to find optimal solutions with respect to an objective function
more quickly and overcome local shallow optima [6]. It stands to reason that acceleration
schemes can also be applied to policy search since in its essence policy search is an
optimization problem. Therefore, accelerating policy search algorithms could potentially
lead to better convergence properties.

This thesis aims at exploring the effects of acceleration in the context of policy search. For
this purpose, we make use of the well understood-mirror descent algorithm [7], for which
a generic acceleration scheme has been proposed in [8]. As the justification of acceleration
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usually only depends on algebraic arguments and has no intuitive understanding [9],
we carefully derive a mirror descent variant applicable to policy search which we call
distributional mirror descent (DMD). Inspired by the work of [10], the generic acceleration
scheme of [8] is incorporated into DMD, yielding an accelerated version of DMD which
we call accelerated distributional mirror descent (ADMD). Based on these two algorithms,
the effects of acceleration are researched in an experimental study.

This thesis is structured as follows. In chapter 2, we briefly review the policy search
problem and formally describe mirror descent with a corresponding generic acceleration
scheme. Chapter 3 derives DMD as a mirror descent variant in an infinite-dimensional
setting and incorporates an acceleration scheme yielding ADMD. In chapter 4, methods
used a conducted experimental study are presented. In chapter 5, we evaluate ADMD
with a comparison to DMD and different state-of-the-art policy search algorithms. Chapter
6 discusses theoretical properties of DMD and ADMD. Besides, an outlook for future work
is provided. Chapter 7 concludes with a summary of our findings.

3



2. Background

This chapter formally introduces concepts on which we build our approach to explore
the effects of accelerated policy search. We start by briefly reviewing the policy search
problem in a black-box setting. Then, the mirror descent algorithm is motivated and
described, and a particular instance is presented, which we later extend to our needs.
The chapter closes with a short introduction to acceleration principles and outlines the
acceleration scheme used in our approach.

2.1. Policy Search in a Black-Box Setting

In the reinforcement learning setup, an agent is placed in an environment in which it has
to solve a task. For example, a simple task could be for a point mass to walk from point A
to point B. In general, the agent executes a number of actions during the interaction with
its environment. The actions are chosen from a policy characterized by some parameters
θ ∈ Θ, where Θ ⊂ Rd is referred to as parameter space. The environment responds to
the agent following a specific policy over time with a trajectory τ ∈ T from the set T of
possible trajectories. A trajectory can be viewed as a sequence of different states an agent
has gone through during his interactions. In reinforcement learning, each trajectory can
be associated with a numerical value assessing its quality. This map is referred to as the
return function R : T → R. To continue the above example, the return of a robot walking
from one point to another could depend on the taken time and whether it tripped or not.
Due to the stochastic nature of policies and most real-world environments, τ is a random
variable on the set of trajectories T influenced by the specific policy the agent follows, i.e.
τ ∼ p(τ |θ). The goal of policy search is to find a policy’s optimal parameters θ∗ which
maximize an agent’s expected return. Formally, we want to find argmaxθ∈Θ r(θ), where
r(θ) = Eτ∼p(τ |θ)[R(τ)]. Hence, policy search in its essence is an optimization problem.
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Policy search assumes a search distribution over the parameter space [4], which formally
corresponds to a probability measure p ∈ P , where P is a set of probability measures
on Θ. The search distribution has the benefit of providing a natural exploration strategy
of the parameter space. Instead of directly optimizing over the policy’s parameters, one
instead optimizes the search distribution. Formally we want to find p∗ = argmaxp∈P J(p),
where J(p) is the defined as follows:

J(p) =

∫︂
Θ
r dp (2.1)

In this thesis the policy search problem is viewed from black-box perspective, i.e. given
some parameters θ, we can observe an output of the return function in the form of
Rτ∼p(τ |θ)(τ). In particular, the sampled trajectory τ ∼ p(τ |θ) is not observed and we do
not know the return function R, but can only observe its output. Policy search methods
that only need a few samples to find an optimal search distribution over the parameter
space are referred to as sample efficient.

2.2. Mirror Descent

Mirror descent is a family of optimization algorithms proposed in [7]. It can be viewed as a
generalization of the popular gradient descent algorithm in the sense that it can be applied
in more general vector spaces and thus, enabling the utilization of non-euclidean geometry
for an optimization process. This section outlines mirror descent. We first motivate the
algorithm with a general optimization objective, then provide a formal description and
close with a specific instance of mirror descent, which is extended to our needs in chapter
3.

2.2.1. Motivation for mirror descent

To motivate mirror descent, let us assume a general optimization objective J : X → R,
whereX is a subset of a normed vector space V . If we want to apply the common gradient
descent algorithm in order to minimize the objective, we start from an arbitrary point
xk ∈ X, compute or estimate the gradient of J at xt denoted by∇J(xt), scale the gradient
by some step size and subtract it from xk such that we arrive at a new point xk+1. This
procedure is repeated until we converge to a minimum. From a linear algebra point of view,
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the subtraction of the gradient ∇J(xk) from a point xk seems odd: while xk is an element
of V , the gradient is a linear map on V and as such an element of a different vector space,
namely of V ’s dual space V ∗. In general, this means there is no vector addition between
elements of V and V ∗ defined and one can not subtract the gradient from points in V as
it is required in gradient descent. The reason why gradient descent still works is that it
is mostly applied in Euclidean vector spaces, in which V and V ∗ are isomorphic to each
other as shown in the Riesz representation theorem [11]. If X is a subset of more general
vector spaces, e.g. Banach spaces where V and V ∗ are not isomorphic, gradient descent
can not be applied consistently. In order to still do gradient-based optimization in Banach
spaces, mirror descent maps elements of X to a corresponding element in the dual space
where the gradient can be subtracted. Then, the new element is mapped back to the
original vector space also called primal space. The central element of mirror descent is
the so-called mirror map used to map between the primal and dual vector space. They
are formally introduced next following [12].

2.2.2. Formal description of mirror descent

Let D be a convex open subset of a Banach space V and X a compact convex optimization
set, such that X is included in D’s closure, i.e. X ⊂ D, and X ∩D ̸= ∅. A map ϕ : D → R
is referred to as mirror map if it satisfies the following conditions: ϕ be must strictly convex
and continuously differentiable, the gradient must take all possible values in the dual
space and ϕ must diverge on the boundary of D.

With the help of a mirror map, the procedure of mirror descent illustrated in figure
2.1 can be described as follows: An element xk ∈ X is mapped to its corresponding
dual element with ∇ϕ(xk). In the dual space the gradient subtraction takes place, i.e.
∇ϕ(yk+1) = ∇ϕ(xk) − η∇J(xk). This point is then mapped back to the primal with
yk+1 = (∇ϕ(yk+1))

−1. Since ϕ acts on D and not only on X, yk+1 might lie outside of X.
Hence, yk+1 is mapped to the element in X ∩D, which is closest to yk+1 in terms of the
Bregman divergence w.r.t. ϕ, i.e. xk+1 = argminx∈X∩D Bϕ(x, yk+1).

One can show that mirror descent reduces to the following procedure [12]:

xk+1 = argmin
x∈X∩D

η⟨∇J(xk), x⟩+Bϕ (x, xk) (2.2)
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Figure 2.1.: Illustration of mirror descent. A point xk in the optimization set X is mapped to a
corresponding point in the dual space with help of a mirror map ϕ as ∇ϕ(xk) ∈ V ∗. In
V ∗ the gradient update takes place yielding the point ∇ϕ(yk+1). The point is mapped
back to V with (∇ϕ)−1(yk+1) and projected on X with the Bregman divergence w.r.t
to ϕ.

where ⟨·, ·⟩ : V ×V ∗ → R is the natural pairing of V and V ∗. Coming from an optimization
background where mostly gradient descent is used, mirror descent might seem unintuitive,
however, the convergence can be proven if the objective and the step size satisfy certain
conditions [12].

2.2.3. Example: entropic mirror descent

With different choices of Banach spaces and mirror maps, different instances of mirror
descent can be obtained. For example, if X is a convex subset of an Euclidean vector
space and the mirror map is equal to ϕ(x) = 1

2∥x∥
2
2, standard gradient descent is obtained.

Another instance of mirror descent is entropic mirror descent [13], which is outlined next
and later extended to our needs in chapter 3.

Entropic mirror descent can be applied, when the optimization set X is the d-dimensional
unit simplex, i.e. X =

{︂
x ∈ Rd :

∑︁d
i=1 x(i) = 1, x(i) ⩾ 0

}︂
which formally can modeled

as a subset of the Banach space ℓ1 with norm ∥ · ∥1, the space of sequences whose series
is absolutely summable. One can show that in this case the negative Shannon entropy
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ϕe(x) =
∑︁n

i=1 x(i) lnx(i) acting on the domain D of d-dimensional sequences consisting
of positive real numbers, can be used as a mirror map [13] yielding a mirror descent
variant which authors refer to as entropic mirror descent. With the Karush–Kuhn–Tucker
conditions a closed form solution for (2.2) can be obtained, e.g. for a maximization
problem: xk+1(i) =

xk(i)e
η(∇J(xk)(i))

c , where c is a normalization constant, such that xk+1 ∈
X.

Since discrete probability distributions can be modeled as elements of a unit simplex
[14], one could use entropic mirror descent to optimize over a set of discrete probability
distributions making it interesting for our objective (2.1). However, as explained in
section 2.1, policy search usually deals with continuous parameter spaces, which can
not be covered by a discrete probability distribution. In [10] this problem is evaded
by discretizing a continuous probability distribution in each iteration of mirror descent
and refitting a continuous probability distribution to the updated discrete distribution.
This makes it straightforward to apply entropic mirror descent to policy search and even
accelerate with the acceleration scheme in [8]. However, while this approach works fine for
low dimensional policies, it is infeasible for high dimensional policies, as the computational
effort for discretizing a continuous probability distribution grows exponentially with the
number of dimensions.

2.3. Acceleration

Acceleration in mathematical optimization refers to refinements of gradient-based op-
timization algorithms with the goal of improving their convergence rate. Among many
techniques, well-known examples include Nesterov’s accelerated gradient descent [15]
or Adaptive Moment Estimation [16]. In general, it is hard to gain an intuition of why
the acceleration helps the algorithm to converge faster. Aside from its success in practice,
justification of acceleration is usually purely based on algebraic arguments, which are
often specific to properties of the respective optimization problems [9]. For example,
Nesterov’s original proposal of accelerated gradient descent explicitly relies on arguments
of Euclidean geometry and is thus not applicable in a general mirror descent setting. In [8]
a generic acceleration scheme for mirror descent setting was proposed which is briefly
presented next.
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2.3.1. Accelerated mirror descent

The proposed acceleration of mirror descent in [8] is based on the observation that
gradient-based optimization techniques, as well as their acceleration, can be interpreted as
discretizations of ordinary differential equations (ODEs). Combining ODE interpretations
of mirror descent and Nesterov’s accelerated gradient descent, the authors come up with
an ODE for an accelerated mirror descent scheme, which when discretized results in the
following iterative procedure for minimizing an objective J with x ∈ X:

zk+1 = argminz∈X∩D
kη
v ⟨∇J (xk) , z⟩+Bϕ (z, zk)

yk+1 = argminy∈X∩D γη ⟨∇J (xk) , y⟩+R (y, xk)

xk+1 = λkzk+1 + (1− λk) yk+1, with λk = v
v+k

(2.3)

where x0 is an arbitrary point in the optimization set X, y0 = x0, z0 = x0, γ, η and v
are hyperparameters, Φ is the same mirror function as in (2.2) and R : X ×X → R is a
called regularization function, satisfying the following conditions: For all x, x′ ∈ X, there
exist 0 < lR ≤ LR such that ℓR

2 ∥x− x′∥2 ≤ R (x, x′) ≤ LR
2 ∥x− x′∥2, where ∥ · ∥ is the

norm associated with the Banach space in which X is embedded. Note that in the original
publication v is denoted by r and η is denoted by s. We changed the denotation to avoid
confusion with the reward function and to stay consistent with the unaccelerated version
of mirror descent. The authors show that if the gradient ∇J is Lipschitz continuous and
some further assumptions on the hyperparameters accelerated mirror descent indeed
converges faster than its non-accelerated counterpart.

The authors also include a restarting scheme for the algorithm, i.e. for a minimization
problem if the gradient satisfies ⟨xk+1 − xk,∇J (xk)⟩ > 0 or if ∥xk+1 − xk∥ < ∥xk − xk−1∥,
k is set to 0 and zk is set to xk. While no mathematical analysis of the acceleration
scheme is provided, it greatly further increased the performance rates in their conducted
experiments.

9



3. Approach

While many algorithms are used in policy search, we choose to base our exploration of
accelerated policy search on mirror descent for the following reasons: Mirror descent
is a generic algorithm, making many commonly used policy search algorithms such as
relative entropy search [17] special instances of mirror descent [18]. In addition, a generic
acceleration scheme for mirror descent has been already proposed in [8]. However, to
the best of our knowledge, no accelerated mirror descent algorithm applicable to policy
search exists in the literature. In [10] first attempts towards an accelerated policy search
algorithm have been made. However, as pointed out in section 2.2.3 the approach is limited
to low dimensional policies. For these reasons, in this chapter we derive a mirror descent
variant for policy search called distributional mirror descent (DMD) and incorporate the
acceleration scheme in [8] yielding an accelerated variant of DMD called accelerated
distributional mirror descent (ADMD). We begin by outlining the necessary mathematical
structure in policy search in order to apply mirror descent. Then, based on these results
DMD and ADMD are suggested, which will be used as a basis for an experimental study
described in chapter 4.

3.1. Policy Search as a Mirror Descent Problem

Mirror descent was shown to be applicable if the optimization problem meets the following
criteria outlined in section 2.2: the optimization set is a compact convex subset of a Banach
space, we can obtain a gradient for our objective and there exists a convenient mirror map
satisfying all conditions as described in section 2.2.2. Therefore, if we can frame policy
search such that all listed criteria are met, an application of mirror descent is justified for
policy search. This section outlines how policy search can be framed as an optimization
problem suitable for mirror descent.
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3.1.1. A suitable Banach space

We first want to show that our optimization set can be embedded as a compact convex
subset in a Banach space. Recall our objective function from (2.1). We want to optimize
over a set of measures.

Formally, a measure µ is associated with a measurable space (X,Σ), where X is a set and
Σ is a a collection of subsets of X such that Σ is a σ-algebra. In the policy search case X is
the set of parameters Θ ⊂ Rd and Σ is a Borel σ-algebra on Θ denoted by B(Θ). The Borel
σ-algebra is a standard way of defining a σ-algebra on Rd and can be understood as all
d-dimensional cuboids in Rd. The measure µ is a function assigning positive real numbers
to subsets of Σ. If µ(X) = 1, µ is referred to as probability measure. Our optimisation set
P can therefore be described as all measures p on B(Θ) for which p(Θ) = 1.

With these formalities, it stands to reason to embed P in a Banach space of measures.
Well known examples for these spaces are ba(Σ), ca(Σ) and rca(Σ) [19]. While it can be
shown that P is a convex subset of all of theses spaces, a significant problem arises when
applying mirror descent in any of these spaces. As described in section 2.2, the gradient
needed in (2.2) is element of the dual space of the respective vector space. To the best of
our knowledge, the dual spaces for the enumerated Banach spaces are unknown or can
not be described in closed form. This makes precise analysis of mirror descent in these
spaces difficult.

Fortunately, there exists an alternate way of expressing probability measures with the help
of the Radon-Nikodym theorem: Let µ1 and µ2 be two σ-finite measures on a measure
space (X,Σ). If µ2 is absolutely continuous w.r.t. µ1, then there exists a density function
f : X → R such that µ2(S) =

∫︁
S fdµ1 for all S ∈ Σ. Therefore, when choosing a

suitable base measure and a set of density functions, we can implicitly optimize over
a set of probability measures that are absolutely continuous to the base measure by
optimizing over a set of density functions. In policy search, the σ-algebra on which a base
measure is defined is B(Θ). Hence, a natural choice for a base measure is the Lebesgue
measure λ which assigns the usual Euclidean volumes to the elements of B(Θ). For the
optimization set, we assume a set F of probability density functions, such that for each
f ∈ F , µ(S) =

∫︁
S fdλ is a probability measure as defined above. The constraint that µ

has to be absolutely continuous w.r.t λ implies that we can only optimize over probability
measures, which have a density function. However, this is sufficient in policy search, as we
usually expect the reward function to have at least some smoothness properties. Thus, we
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can rewrite our original objective in (2.1) as follows: Find f∗ = argmaxf∈F J(f), where
F is a set of probability density functions and J(f) is defined as follows:

J(f) =

∫︂
Θ
frdλ (3.1)

The advantage of this reformulation lies in the fact that we can consider it easier to
handle Banach spaces for the formulation of policy search as a mirror descent problem, i.e.
instead of measure spaces, we can now consider spaces of measurable functions. In fact,
all f ∈ F form are also element of L1(Θ,B, λ) or short L1, which is the Banach space of
all integrable functions w.r.t to λ. Hence, we can easily embed F in L1, which in addition
is a convex set of this space [20].

In contrast to measure spaces, the dual space of L1(Θ,B, λ) can be expressed in closed
form as L∞(Θ,B, λ) or short L∞ which consists of all essentially bounded measurable
functions w.r.t λ. Strictly speaking, L1 and other Lp spaces consist of equivalence classes
of functions and not of functions themselves, i.e. f and g are equivalent to each other if
f = g a.e. for the measure λ. However, in practice, it is sufficient to think of functions
being element of L1 [21].

Unfortunately, in infinite dimensional vector spaces as L1, subsets are usually not compact
[22], which is also true for F . The compactness argument is used two times in the mirror
descent framework. Firstly, it guarantees a unique solution for the update step in (2.2)
and secondly it guarantees the existence of an optimizer in the optimisation set. To still
justify the application of mirror descent over F , we invoke the following arguments: For
(2.2) a stationary point in F can be found in a closed from solution, which is shown in
section 3.2, i.e. (2.2) still has a unique solution if applied to policy search. We can not
proof the existence of maximizer in F for (3.1). In fact, it is easy to verify that F does
not always consist of a maximizer. For example, if the maximum reward is at θmax, the
maximum value of f ∈ F should be at θmax. However, one could always increase the value
of f(θmax) such that f still is element of F . On the other hand (3.1) clearly is bounded by
r(θmax). Hence, we are fine with finding a f for which J(f) gets close to r(θmax).

3.1.2. A gradient in L1

The second element we need for mirror descent is the gradient of the objective (3.1)∇J(f).
As the gradient’s definition is typically based on an inner product which is unavailable inL1 ,
we replace it by the Fréchet derivative of J(f), which extends the gradient to maps between
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arbitrary Banach spaces [23]. Following its definition, the Fréchet derivative g can be
computed by solving lim∥h∥1→0

∥J(f+h)−J(f)−⟨h,g⟩∥2
∥h∥1 = 0, where ∥·∥1 is the norm associated

to L1, ∥ · ∥2 is the usual euclidean norm and ⟨·, ·⟩ is the natural duality pairing between L1

and L∞. By inserting (3.1) we obtain lim∥h∥1→0
∥∫︁Θ(f+h)rdλ−

∫︁
Θ frdλ−

∫︁
Θ hgdλ∥

2
∥h∥1 = 0, which

reduces to lim∥h∥1→0
∥∫︁Θ hrdλ−

∫︁
Θ hgdλ∥

2
∥h∥1 = 0. Clearly this equation is satisfied, whenever

g = r, thus the Fréchet derivative of J(f) is r. From now on we refer to the Fréchet
derivative as gradient and denote it ∇J(f) to stay consistent with the notations used in
the mirror descent framework.

There are interesting points to take away from this result. Firstly, even though we are using
a gradient-based framework it is sufficient to use a zeroth-order approximation of the
reward function instead of a first-order approximation which is a common requirement in
gradient-based optimization. Secondly, the gradient does not depend on f as it is the same
for every f ∈ F . Finally, the gradient is impossible to compute, since can not estimate
r(θ) for each θ ∈ Θ. In fact, we would have no reason to apply a policy search algorithm
if we already knew the function r(θ). However, it is sufficient to estimate r(θ) from only a
few samples from the distribution induced by fk in order calculate fk+1, which is shown
in section 3.2.

3.1.3. A mirror map in infinite dimensions

The negative Shannon entropy is used as a mirror in entropic mirror in finite dimen-
sions [13]. As the negative differential entropy extends the negative Shannon entropy
to infinite dimensions, it seems natural to employ it as a mirror map for our purposes.
The negative differential entropy on integrable functions can be defined as h : D →
R, h(f) =

∫︁
Θ f ln fdλ, where D ⊂ L1. Considering how D was defined in entropic mir-

ror descent, again, it seems natural to also extend D to infinite dimensions as follows:
D = {d ∈ L1 : d(θ) ∈ (0,∞) for all θ ∈ Θ}.

The theoretical justification of the negative differential entropy h as a mirror map is
challenging and requires advanced tools from functional analysis. For our purpose, it is
sufficient to see that the Bregman divergence with respect to h yields the Kullback–Leibler
divergence (KL divergence) for a family of exponential density functions [24]. As we will
work on exponential density functions such as Gaussian distribution in practice, the KL
divergence serves as a proper Bregman divergence for mirror descent. For two functions
f1, f2 ∈ F , the KL divergence is defined as KL(f1∥f2) =

∫︁
Θ f1 ln(

f1
f2
)dλ.
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3.2. Suggested Algorithms

In the previous section, we have established a suitable mathematical structure for policy
search problems in order to apply mirror descent. We now want to show how the theory
can be translated into practice and suggest a mirror descent algorithm for policy search
and an accelerated counterpart following the work of [10].

3.2.1. Distributional mirror descent (DMD)

To stay consistent with notations used in the mirror descent framework, we assume an
initial probability density function x0 ∈ X, where X ⊂ L1 is the set of all probability
density functions w.r.t. to the Lebesgue measure λ. In addition, we assume that we can
sample parameters θ ∈ Θ according to probability values implied by x0. D consists of
all function in L1, which map to the open interval (0,∞). As established in the previous
section, for the update step (2.2) we can use the negative differential entropy h as a mirror
map and the expected return function r as gradient, leading to the following iterative
procedure:

xk+1 = argmin
x∈X∩D

η⟨−r, x⟩+
∫︂
Θ
x ln(

x

xk
)dλ (3.2)

Note that we take the negative used the negative gradient since for policy search we want
to maximize the objective instead of minimizing it. Differentiating Equation (3.2) w.r.t. to
x and setting it to zero yields the following closed-form solution for xk+1:

xk+1(θ) =
xk(θ)e

ηr(θ)

c
(3.3)

where c is a normalization constant, such that xk+1 ∈ X. Rewriting (3.3) as eηr(θ)

c =
xk+1(θ)
xk(θ)

, we observe that we can now express the ratio between xk+1(θ)
xk(θ)

, which we denote
as wk(θ). Being able to express a ratio between the two densities allows us to compute
quantities of the updated probability distribution with the importance sampling frame-
work [25]. For example, we can estimate the mean µk+1 induced by xk+1 as follows:
µk+1 =

∫︁
Θ θxk+1(θ)dλ =

∫︁
Θ θ

xk+1(θ)
xk(θ)

xk(θ)dλ =
∫︁
Θ θwk(θ)xk(θ)dλ = Eθ∼xk

[θwk(θ)] ≈
1
n

∑︁n
i=1 (θiwk(θi)). The covariance matrix induced by xk+1 can be computed with similar
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arguments. We can use these quantities to obtain a new parameterized probability distri-
bution, e.g. a Gaussian distribution which then can be used to obtain new samples in the
next iteration of the algorithm. As we are in essence optimizing probability distributions
with mirror descent, we call the algorithm at hand distributional mirror descent (DMD).

Data: initial Gaussian density function x0, hyperparameter η
Result: Gaussian density function xK
for k = 0 to K do

for m = 0 toM do
sample parameter θm ∼ xk;
evaluate policy with θm to obtain r(θm);
compute ratio wk(θm) = exp(ηr(θm));

Fit new Gaussian density function xk+1 with wk.

Algorithm 1: Distributional mirror descent (DMD)

These remarks suggest the following procedure summarised in algorithm 1. We start with
an initial Gaussian distribution with a density function x0. For K iterations, we sampleM
parameters from the current distribution with density xk. For each sampled parameter
θm the return r(θm) is estimated by running the corresponding policy. We then use the
returns and the step size η to compute the ratio wk with (3.3). An iteration completes by
obtaining a Gaussian density function xk+1 with µk+1 and Σk+1 which are computed as
described above.

3.2.2. Accelerated distributional mirror descent (ADMD)

Similar to algorithm 1, we assume an initial distribution with density x0 ∈ X, where
X ⊂ L1 is the set of all probability density functions w.r.t. to the Lebesgue measure λ. In
addition, we assume that we can sample parameters θ ∈ Θ according to probability values
implied by x0. D again consists of all function in L1, which map to the open interval
(0,∞). In contrast to DMD, for the acceleration scheme as given in (2.3) two additional
density functions y0, z0 ∈ X are needed. They are equal to x0 in the first iteration. One
iteration of accelerated mirror descent consists of three update steps as outlined in (2.3).

Taking the negative differential entropy as mirror map and the negative return function

15



as gradient, the first update step is given by the following equation:

zk+1 = argmin
z∈X∩D

kη

v
⟨−r, z⟩+

∫︂
Θ
z ln(

z

zk
)dλ (3.4)

With the same arguments as for (3.2), the above equation expresses the ratio between zk
and zk+1. Opposed to algorithm (1), we can not apply importance sampling straightfor-
wardly to obtain quantities of zk+1 as the sampled parameters stem from xk and not from
zk. However, since we know fk and zk we can compute the ratio between zk and xk as
zk+1

zk
zk
xk

which is denoted by wz
k. Analogues to to (3.2), we can use this ratio to compute

quantities of the updated probability distribution.

The second update step of (2.3) requires a ℓR-strongly convex and LR-smooth regularisa-
tion function R. For the acceleration scheme of entropic mirror descent, in [8] authors
set R to the Bregman divergence w.r.t a smoothed negative entropy function, since the
Bregman divergence w.r.t the standard entropy function is not LR-smooth. As a result, the
second update step no longer has a closed-form solution. While this problem can be solved
in a finite-dimensional setting with an additional optimization algorithm, it is unclear
how a smoothed entropy translates to an infinite-dimensional setting. Instead, we argue
that in practice the KL divergence serves as a proper regularisation function since two
density functions are within limits in terms of their distances and the non-smoothness is
not relevant. With these preliminaries, the second update step is given by the following
equation:

yk+1 = argmin
y∈X∩D

ηλ⟨−r, y⟩+
∫︂
Θ
y ln(

y

xk
)dλ (3.5)

With the same arguments as for 3.2, (3.5) expresses the ratio between xk and yk+1.

The final update step requires computing a linear combination of the two Gaussian
density functions zk and yk. In general, this linear combination will not yield another
Gaussian distribution, but a mixture of two Gaussians, i.e. a Gaussian mixture model.
As pointed out in section 2.3.1 authors improve the performance of accelerated mirror
descent by adaptively restarting the algorithm if the following conditions are satisfied:
⟨xk+1 − xk,∇J (xk)⟩ > 0 or ∥xk+1 − xk∥ < ∥xk − xk−1∥. However, it is unclear how these
conditions translate to an infinite-dimensional optimization set such as in our setting
since the quantities needed in both conditions can not be computed in closed form. For
these reasons we use a simple fixed restarting scheme, i.e. after a predefined number of
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iterations the algorithm restarts setting k to 0 and z0, y0 to x0. In general, this approach
also boosts the performance of acceleration schemes as shown in [26].

Data: initial Gaussian density function xK , hyperparameters η, γ, v
Result: density function xK
initialize y0 = x0, z0 = x0;
for k = 0 to K do

for m = 0 toM do
sample parameter θm ∼ xk;
evaluate policy with θm to obtain r(θm);
compute z-weight wz

k(θm) = xk(θm)
zk(θm) exp(

(k+1)ηr(θm)
v );

compute y-weight wy
k(θM ) = exp(γηr(θm));

fit new Gaussian density functions zk+1 and yk+1 with wz
k and wy

k;
set xk+1 = λzk+1 + (1− λ)yk+1 with λ = v

v+k+1 (ADMD-2);
if desired, set xk+1 to a fitted density function of xk+1 (ADMD-1);

if restart set x0 = xK , z0 = x0, y0 = x0 and continue with first for loop;
Algorithm 2: Accelerated distributional mirror descent (ADMD)

These remarks suggest the following procedure summarised in algorithm 2.: We start with
an initial Gaussian distribution with a density function x0. For K iterations, we sampleM
parameters from the current distribution with density xk. For each sampled parameter
θm the return r(θm) is estimated by running the corresponding policy. We then use the
returns, the current iteration number k, and the hyperparameters η, v and γ to compute
the ratio wz

k and wy
k according to Equations (3.4) and (3.5) . The ratios are used to fit

Gaussian distributions to zk+1 and yk+1 as in DMD. The updated distributions in turn are
used to either obtain a Gaussian mixture model xk+1 as linear combination of yk+1 and
zk+1 according to the λ factor in (2.3). Alternatively, a Gaussian distribution can be fit
to xk+1 in order to stay closer to algorithm 1. If desired, the algorithm can be restarted
after a predefined number of iterations by setting k to 0 and z0, y0 to x0. As the suggested
algorithm is an accelerated version of DMD, we simply call it accelerated distributional
mirror descent (ADMD). In order to distinguish between fitting a Gaussian distribution to
xk in every time step or using a Gaussian mixture model, we split ADMD into ADMD-1
respectively ADMD-2.
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4. Methods

Optimization algorithms can be analyzed mathematically and convergence guarantees
can be given under certain conditions. For example, if the optimization set is convex and
the objective function is convex and smooth one can prove that mirror descent converges
to the optimum with a rate of O(1/k) [8]. For policy search, these conditions do not hold
in general: reward functions are rarely convex as they consist of multiple local optima and
are not as smooth as desired [27]. To evaluate the quality of policy search algorithms, it
is therefore common practice to test algorithms on toy environments, for example classic
control tasks such as the inverted pendulum [28]. In order to compare algorithms 1 and 2
to explore the benefits of accelerating policy search, we followed this practice and tested
both algorithms on multiple environments with the MushroomRL [29] framework. This
chapter is devoted to outlining the settings under which these experiments were conducted.
We first describe which and how algorithms were executed on the environments. Then the
policy for which optimal parameters have to be found is introduced. The chapter closes
with a brief presentation of the used test environments and their corresponding settings.

4.1. General Execution

We tested algorithm 1 (DMD) and two versions of algorithm 2 (ADMD), one where the
density function corresponds to a Gaussian density function (ADMD-1) and one where
the density function yields a Gaussian Mixture Model (ADMD-2). In addition, we tested
two popular black-box policy search algorithms on some environments in order to put the
other algorithms into perspective, namely PGPE [30] and REPS [17].

For a specific combination of hyperparameters, an algorithm was run 25 times on an
environment for a fixed number of epochs. Each epoch consisted of 200 episodes, where
an episode corresponds to a run of a policy on the environment for as many time steps
as specified by a horizon parameter. For each executed episode, the algorithm receives a
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discounted reward controlled by a discount factor, which we fixed for each environment.
All algorithms use a fixed number of iterations for every epoch. To keep the number
of experiments within a reasonable amount, we use two iterations per epoch for each
experiment, hence each iteration consisted of 100 episodes.

4.2. Policy

We used a linear policy over the state’s Fourier feature or a linear policy over the state’s
variables in every experiment. The initial density function was a Gaussian density with
zero mean and a diagonal covariance matrix where each element of the diagonal was
0.05. This section briefly explains and justifies this choice.

4.2.1. Features

Features in policy search refer to a map ψ : S → Rm, where S ⊂ Rn is the state space
and ψ(s) are called state features, i.e. features transform an environment’s state into a
different representation, which is shown to be favorable for many policy search tasks [31].
Commonly used features include radial basis functions, tile codes, polynomial features or
Fourier features. One of the main advantages of feature representation of a state is the
convenient experience that a good policy can be obtained by a linear function of the state
features, i.e. πθ(s) := θTψ(s) [32].

We followed these conventions for our experiments and learned linear policies over Fourier
features, as they generally yield good performance for policy search methods [33]. For
each environment we used a different amount of Fourier features depending on the size
of the state space detailed in section 4.3.

4.2.2. Distributions

As previously mentioned, parameters are sampled from a distribution that is updated
in every iteration, begging the question of how this distribution should be initialized. A
standard approach in policy search is using an initial Gaussian distribution [4], since
while we are uninformed about where good parameters lie in the state space, we only
want to sample parameters that are are safe for the agent, i.e. we only want to sample
parameters which are close to some safe point in the parameter space. Therefore, for all
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experiments the initial distribution is set to a Gaussian distribution with zero mean and a
diagonal covariance matrix, where each diagonal entry is 0.05. The zero mean is chosen
as it seems like an unbiased initial distribution and, the covariance was chosen to balance
the mentioned safety concerns while still allowing the agent to explore the parameter
space.

4.3. Test Environments

We test the algorithms on simulated toy environments which are common for evaluating
policy search algorithms. In this section, each environment is briefly introduced and
the hyperparameters specific to each environment are outlined, e.g. the horizon for
each episode and the reward’s discount factor. For a more detailed presentation of each
environment including the environment’s dynamics or reward function, please refer to
the provided references and the MushroomRL repository [29].

4.3.1. Pendulum

In the pendulum environment [34], a link is attached to a rotating motor. The agent’s
goal is to balance the link in an upright position. The state space is represented by the
link’s angular velocity and by the sine and cosine value of the link’s angle. A continuous
action corresponds to the torque applied to the link by the motor. We use two versions of
the pendulum. One where the environment is initialized with a random state and one
where the environment is initialized with a downward oriented link with zero angular
velocity. For both versions we used 27 Fourier features, the horizon was set to 200 and
the discount factor was set to 1.0.

4.3.2. Cart-Pole

In the cart-pole environment [35], a link with weight is attached to a cart. The agent’s goal
is to balance the link in an upright position by moving the cart in a horizontal direction.
A continuous state is represented by the link’s vertical angle and its angular velocity. As
opposed to all other test environments, cart-pole consists of discrete action space, i.e.
the agent can apply maximum force in the left or right direction or no force at all. The
environment is initialized with zero angular velocity at a random position within a cone
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above the cart. We use 9 Fourier features, but 27 parameters in a 3× 9-dimensional matrix
which when multiplied with a state’s features yields a 3-dimensional vector. Each entry
corresponds to one of the three actions and we simply choose the action with the highest
number. The horizon of each episode was set to 300 and the discount factor to 0.95.

4.3.3. Ship Steering

In the ship steering environment [36], a ship is placed at a fixed position. The agent’s
goal is to steer through a gate in a minimum amount of time. A continuous state is
represented by the ship’s two-dimensional position, its orientation angle and its turning
rate. Continuous actions correspond to the ship’s turning rate. We used 81 Fourier features,
the horizon was set to 400 and the discount factor to 0.99.

4.3.4. Segway

In the segway environment [37], the agent’s objective is to balance a link of a segway in
an upright position. A continuous state is represented by the link’s angle and the angular
velocities of the link and the segway’s wheel. The environment is initialized with a fixed
state of zero velocities and a slightly tilted upward oriented link. We fixed the horizon to
300 time steps and the discount factor to 0.97.

4.3.5. LQR

The LQR (linear-quadratic regulator) [38] environment refers to a linear system whose
dynamics are determined by two d-dimensional quadratic matrices and whose reward
function is determined by two different d-dimensional quadratic matrices. The continuous
state and action spaces are represented by Rd vectors. We used three versions of the
LQR environment, i.e. a 3, 5 and 7-dimensional LQR problem, leading to a 9, 25 and
49-dimensional linear policy which directly acts on the state variables. In all versions, the
initial state is randomly initialized, the horizon is set to 50 and the discount factor is set
to 0.9.

21



5. Evaluation

This chapter evaluates and discusses acceleration of policy search by analyzing ADMD with
methods outlined in chapter 4. The evaluation is guided by the following questions: What
are the properties of ADMD? How does ADMD compare to DMD? How does acceleration
compare to other approaches? Each question is evaluated separately in the next sections.
The chapter concludes with a summary of the evaluation. Used hyperparameters for
displayed results are detailed in appendix A.

5.1. Ablation Study of ADMD

As outlined in chapter 2, acceleration schemes usually do not have an intuitive grasp
as their justification purely relies on algebraic arguments. However, we still want to
get a better understanding of the proposed accelerated mirror descent variant ADMD.
For this purpose, we conducted an ablation study, i.e. we evaluated the algorithm’s
hyperparameters influence on its performance by varying the respective hyperparameter
and keeping others fixed. The following section presents the results of this study with
illustrative examples. For the remainder of this section, we summarize ADMD-1 and
ADMD-2 under ADMD since both algorithms showed the same behavior in conducted
experiments. We start with analyzing hyperparameters shared by both DMD and ADMD
and then turn to hyperparameters exclusive to ADMD.

5.1.1. Effects of covariance and step size adaptation

In chapter 4, we established that the initial distribution used for sampling the policies’
parameters is of Gaussian nature with zero mean and a medium-sized covariance matrix.
While it is intuitive that the convergence of DMD and ADMD speeds up if the initial
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Figure 5.1.: Comparison of different covariances and step sizes for DMD and ADMD. The top
row compares different covariance matrices of the initial distribution. The covariance
matrix was equal to the provided c times the identity matrix. The bottom row compares
different values for the step size η. All plots show the achieved undiscounted reward
in a 95% confidence interval averaged over 25 runs.

distribution’s mean is closer to the optimum, it is unclear how different sized covariance
matrices influence the algorithms’ performance.

To get a better understanding of the covariance matrix’s role, we ran DMD and ADMD on
multiple test environments with different initial Gaussian distributions with zero mean.
The elements of the covariance matrices’ diagonals corresponded to 0.005, 0.05, 0.5 and
5.0. Results are displayed in Figures 5.1a, 5.1b, 5.1c. Figures 5.1a and 5.1b compare the
influence of the initial covariance on the fixed pendulum between DMD and ADMD. We
observe that the choice of covariance matrix has a major impact on the performance for
both algorithms and the best results are achieved with large covariances. ADMD seems
to be affected more by premature convergence for small covariance matrices than DMD.
Figure 5.1c illustrates the role of the initial covariance matrix on the 5D LQR environment
for ADMD. Opposed to the fixed pendulum, large covariances drastically reduced the
algorithm’s performance. The difference between the 5D LQR environment and the fixed
pendulum can be explained by the size of feasible parameter space: For LQR feasible
parameters are smaller in terms of their numeric values, i.e. with large covariance matrices
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infeasible parameters are sampled during the first iterations of the algorithm.

The step size η is a central hyperparameter in all gradient-based optimization algorithms.
In general, moderate step sizes are desired as they bring the element sufficiently closer
to the optimum in each iteration and prevent large updates which potentially decrease
an element’s quality. In DMD and ADMD η has a similar interpretation. It regulates how
far an updated distribution xk+1 can be moved from a current distribution xk in terms
of the KL-divergence by weighting the gradient. The main issue with large step sizes in
DMD can be deduced from (3.3): with large η, all weight will be put on a single sample
resulting in a small covariance such that DMD is no longer to explore the parameter space,
i.e. DMD converges prematurely.

We tested our intuition of the step size η and ran experiments on multiple environments
with DMD and ADMD with varying step sizes. Illustrative results are shown in Figures
5.1d and 5.1e. For both algorithms, a moderate step size achieved the best results. Large
values for η resulted in premature convergence, while small values led to slow convergence,
which is consistent with the general intuition of a step size parameter. However, for ADMD
the tuning of the step size is more complex, as we will see in the next section.

5.1.2. Effects of iteratively increasing step size and restart scheduling

Opposed to DMD, ADMD has an iteratively increasing step size for its z-distribution,
compounded by kη

v . The linear growth factor of this step size is controlled by the number
of the current iteration k and by the hyperparameter v, i.e. η is multiplied by k

v each
iteration. In addition, k and v also control the factor λ which determines how the z-
and y-distribution are weighted in the x-distribution in each update step. For small v
the z-distribution’s step size grows quickly in each iteration, but the z-distribution’s weight
on the x-distribution decreases rapidly. For large v the step size grows slower and the z-
distribution has a higher influence on x-distribution for more iterations.

As pointed out in [8], the hyperparameter v has to be greater or equal to 3 in order to
guarantee convergence of accelerated mirror descent. We incorporated this insight into
our study and conducted experiments with v = 3, v = 10, v = 30 and v = 100 on multiple
environments. Illustrative results are shown in Figures 5.2a and 5.2b in which ADMD was
run on the fixed pendulum and cart-pole environments. In both experiments, a small v led
to faster convergence in the beginning but also introduced higher variance and premature
convergence. On the other side, large v slowed down the convergence especially during
the first epochs of the algorithm and also introduced high variance. Best results were
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Figure 5.2.: Comparison of different settings for ADMD. The top row compares different values
for the hyperparameter v on the fixed pendulum and cart-pole environment. The
middle row compares different restart schedules on the cart-pole environment, i.e.
ADMD was restarted every x epochs. In Figure 5.2c v was set to 3 and in Figure 5.2d
v was set to 30. The bottom row compares different values for the hyperparameter γ
on the fixed pendulum environment. In Figure 5.2e η was set to 0.001 and in Figure
5.2f to 0.1. All plots show the achieved undiscounted reward in a 95% confidence
interval averaged over 25 runs.

obtained with moderate values. The outcomes are in line with what one would expect
from v, as the hyperparameter directly influences the step size. Note that in the discussed
figures the acceleration was not restarted, however, with different restarting schemes the
influence of v varies more as we will see in the next section.

ADMD can be optionally restarted after a fixed number of iterations, i.e. the z and y-
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distribution are set to the current x-distribution and the iteration count k is set to 0. We
conducted experiments with different restarting schedules on several environments, i.e.
we ran ADMD with no restarting schedule and with a restart every 5, 10 and 25 epochs.
Illustrative results are shown in Figures 5.2c and 5.2d, where ADMD was run on the
cart-pole environment. In Figure 5.2c ,the hyperparameter v was set to 3. We observe that
restarting after a small number of epochs greatly enhanced the performance compared to
no restarting while longer restarting schedules barely affected the performance. In Figure
5.2d, v was set to 30. We observe that here restarting had a counterproductive effect
increased by a tighter restarting schedule. This behavior can be explained as follows: as
discussed above, for small v the z-distribution’s step size grows quickly. A tight restarting
schedule prevents the step size from becoming too large, which would result in premature
convergence. On the other hand, for large v the z-distribution’s step grows slowly. In this
case restarting prevents the step size from increasing resulting in worse performance.

The final hyperparameter of ADMD γ which controls the step size of the y-distribution
compounded by ηγ. Opposed to the z-distribution’s step size, it is constant in every
iteration. Therefore, one could replace the y-distribution’s step size by a single constant.
However, introducing γ allows relating the y-distribution’s step size to the hyperparameter
η, which is also used in the z-distribution’s step size.

In [8], authors outlined, that in theory γ has to be greater or equal to 1 to guarantee
convergence of the generic accelerated mirror descent scheme. Again, we incorporated
this insight into our study and conducted experiments with γ = 1, γ = 2, γ = 4 and γ = 8
on multiple environments. Illustrative results are shown in Figures 5.2e and 5.2f, where
ADMD was run on the fixed pendulum environment. In Figure 5.2e, the step size η was set
to 0.001 and in Figure 5.2f to 0.1. We observe that for a small step size best results were
achieved with large values for γ, while for a large step size different values for γ barely
affected the algorithm’s performance. This behavior can be explained as follows: during
the first iterations of ADMD, the x-distribution was mostly influenced by the z-distribution
due to the iteratively decreasing λ factor in Equation (2.3). Hence, γ barely has an effect
on the x-distribution, since it does not directly affect the z-distribution’s step size. Only
during later iterations, γ has a greater effect on the x-distribution, as the λ value continues
to decrease. However, for large step sizes η the x-distribution will have converged by that
point, thus only for small step sizes γ significantly changes the performance of ADMD.
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5.2. Comparison of ADMD with DMD

This section evaluates how acceleration affects the performance of policy search, i.e. how
ADMD compares to DMD in terms of convergence rate and the quality of found policies. For
this purpose, we individually tuned the hyperparameters of DMD, ADMD-1 and ADMD-2
on all test environments outlined in 4 and ran each algorithm with its best setting in order
to get a fair comparison. Figure 5.3 displays the results.
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Figure 5.3.: Comparison of DMD and ADMD. Comparison of DMD (blue) with its accelerated
counterpart ADMD. ADMD-1 (orange) makes use of Gaussian distributions while
ADMD-2 (green) makes use of Gaussian mixture models. The plots show the achieved
undiscounted reward in a 95% confidence interval averaged over 25 runs on multiple
environments. Each algorithm was run with tuned hyperparameters.
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On both pendulum environments (Figures 5.3a, 5.3b), ADMD-1 and ADMD-2 performed
similarly and found better policies than DMD. In addition, the acceleration decreased
the variance indicated by a smaller confidence interval. Particularly with a random
starting position acceleration greatly increased the convergence rate of policy search on
the pendulum. The difference between the two versions of the pendulum can be explained
as follows: for the pendulum with a random starting position, the variance for the achieved
reward is quite large as it highly depends on the starting position. Thus, DMD needs
to run with small step size as otherwise the distribution may be moved to an undesired
region in the parameter space. However, once the distribution gets closer to the optimum
the policy will have learned to swing up the pendulum, but will not be able to balance it
yet. Hence, the starting position becomes less relevant and one can take larger steps in
the distribution space, which is well suited for ADMD’s iteratively increasing step size. On
the other hand, the fixed pendulum’s reward function is deterministic making it safer to
take large step sizes even in the first epochs of the algorithm.

On the ship steering and segway environments (Figures 5.3d, 5.3c), both ADMD-1 and
ADMD-2 performed better than DMD. While all algorithms found similar performing poli-
cies with acceleration the algorithm converged around 20 - 40 epochs earlier with ADMD-1
having a slight advantage over ADMD-2. The dent at the beginning of all algorithms on
both environments is due to the nature of the reward function: the undiscounted reward
decreases with longer trajectories. However, the algorithms that work with the discounted
reward, i.e. intermediate rewards obtained at late time steps are not considered. Hence,
for the algorithm the discounted reward increases in every epoch, but the undiscounted
reward only starts to increase once the algorithms learn to pass a certain checkpoint, e.g.
for ship steering to pass through the associated goal.

On the LQR environments (Figures 5.3e, 5.3f, 5.3g), the merit of acceleration increased
with the number of dimensions. On the 3D LQR, all algorithms converged very similarly.
On 5D LQR, ADMD-1 and ADMD-2 performed similarly and converged to better policies
than DMD. In addition, ADMD ran more stable as the variance slightly decreased. On the
7D LQR, the difference between DMD and ADMD increased further, as the found policies
with acceleration were significantly better than the ones without acceleration. We can
also observe that on this particular environment ADMD-2 converges slower than ADMD-1,
but finds a better policy. In our experiments, it turned out that on LQR 7 ADMD-2 ran
better with higher v compared to ADMD-1, thus as explained in the previous section the
step size increases slower.

On the cart-pole environment (Figure 5.3h), all algorithms performed similarly. DMD
converged slightly faster in the first epochs, but ADMD-2 and ADMD-2 quickly drew level
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with DMD yielding similarly performing policies.

5.3. Comparison of ADMD to other Policy Search Methods
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Figure 5.4.: Comparison of ADMD with DMD, PGPE and REPS Comparison of ADMD (orange)
with DMD (blue), PGPE (red) and REPS (green). The plots show the achieved
undiscounted reward in a 95% confidence interval averaged over 25 runs on multiple
environments. Each algorithm was run with tuned hyperparameters.

To get a better assessment of accelerating policy search, we compared the performance of
ADMD with the performance of two different popular black-box policy search algorithms,
namely PGPE [30] and (episodic) REPS [17]. Both algorithms have a different approach
to policy search than acceleration. REPS can be understood as a mirror descent variant
utilizing a trust region approach [39], while PGPE makes use of the gradient with respect
to the parameters of a distribution.

We tuned the hyperparameters of all algorithms within a reasonable amount and ran each
algorithm with tuned hyperparameters on the pendulum and ship steering environments.
Results of experiments are illustrated in Figure 5.4. In all experiments, PGPE performed
significantly worse than the other algorithms. Both REPS and ADMD performed similarly
with slight advantages for ADMD on the fixed pendulum and ship steering environment,
and slight advantages for REPS on the random pendulum.

5.4. Summary of the Evaluation

We evaluated DMD, ADMD and other popular black-box policy search algorithms with
different hyperparameter settings on multiple continuous control environments. The
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evaluation was guided by the following questions: What are the properties of ADMD?
How does ADMD compare to DMD? How does acceleration compare to other approaches?
Our results can be summarized as follows: Due to the high number of hyperparameters
in ADMD and their complex coherences, the algorithm is harder to tune than its non-
accelerated counterpart DMD. Once the initial search distribution is chosen, DMD can
be tuned by its step size only. In terms of convergence properties, ADMD increased the
performance of DMD on all test environments. Especially on the random pendulum
environments, the acceleration led to a significantly better convergence rate and final
policy. However, on most environments, ADMD only had a minor benefit over DMD. When
comparing ADMD to other black-box policy search, ADMD showed superior performance
to PGPE and achieved the same convergence properties as REPS.
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6. Discussion

In this chapter, we want to discuss accelerated policy search from a broader perspective
and provide additional insights. First, ADMD is compared to other approaches used in
policy search. Then, we assess the convergence rate of ADMD. The chapter concludes with
an outlook on future work.

6.1. Comparison with different Approaches

In this section, we compare ADMD with two different approaches to policy search, namely
Gaussian accelerated mirror descent search (G-AMDS) [10]m which is closely related to
ADMD, and episodic relative entropy search (REPS) [17].

6.1.1. Comparison of ADMD with G-AMDS

DMD and ADMD are inspired by the work of [10] where an accelerated mirror descent
algorithm called G-AMDS for black-box policy search was originally proposed. However,
the authors’ approach significantly differs from ours, even though the same generic mirror
descent scheme in [8] was utilized. The difference can be made clear by comparing the
unaccelerated version of G-AMDS called Gaussian mirror descent search (G-MDS) to DMD.

As for DMD, G-MDS begins an iteration by sampling parameters from aGaussian probability
distribution. The return of sampled parameters is then estimated by running the respective
policy on an environment. Instead of using the returns to compute a ratio between the old
and new distribution as done in DMD and ADMD, the authors model a discrete probability
distribution over the sampled parameters. The discretization yields a straightforward way
to apply entropic mirror descent respectively its acceleration to policy search and allows to
omit a derivation for mirror descent on probability density functions as provided in chapter
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3. At the end of each iteration, a continuous Gaussian distribution is fitted to the discrete
distribution, while DMD and ADMD fit a Gaussian distribution to the ratio between the old
and new distribution. However, the discretization approach suffers from computational
problems: the effort for discretizing a continuous distribution grows exponentially with
the dimensions of the parameter space, i.e. discretizing high dimensional policies is
computationally impossible, as one would need an infinite number of samples. The
authors avoid this problem by using the density values of the current density function
xk instead of true the true probability values for the discretization process, i.e. each
sampled parameter θm in an iteration is assigned with the probability value xk(θm)∑︁

xk(θm) .
However, this leads to a different update for the new mean of xk+1 which is computed

in closed form as µk+1 =

∑︁ xk(θi)∑︁
xk(θi)

eη∗r(θi)∗θi
c . On the other hand, the new mean in DMD

can be computed as µk+1 =
∑︁

eη∗r(θi)∗θi
c . This basically means, that convergence is slowed

down, as the distribution is inclined to stay close to the old distribution. In addition, the
discretization scheme at hand makes it impossible to properly update the distribution’s
covariance matrix, since it unnecessarily shrinks in each iteration. Thus, in contrast to
DMD and ADMD, G-MDS and G-AMDS keep the distribution’s covariance fixed during the
learning process and only update the mean.

6.1.2. Comparison of ADMD with REPS

As pointed out in [39], REPS can be formulated as an instance of mirror descent. In fact,
the only difference in the update step between DMD and REPS is that the latter adapts the
step size based on a maximum distance constraint in terms of the KL-divergence between
the old and new distribution. Learning the distribution’s covariance matrix in REPS has
an interesting effect: an updated distribution xk+1 will always lay on the edge of the xk ’s
trust region. As a consequence, the step size scales the gradient down, if the update would
move xk+1 outside of the trust region, and up if the update would leave xk+1 in the interior
of the trust region. On the other hand, ADMD scales the step size of the z-distribution
based on the current iteration and the hyperparameters η and v. From this perspective,
both REPS and ADMD can be viewed as adaptations of DMD with the goal to improve
the convergence rate utilizing a dynamic step size. As both algorithms showed similar
convergence properties in conducted experiments in chapter 5, it stands to reason, that
an adaptive step size is a major factor in improving the convergence rate in policy search.
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6.2. Assessment of ADMD

In chapter 5, we showed that ADMD in general enhances the performance of DMD.
However, on most environments the acceleration only yielded slight advantages over DMD.
This result is somewhat counterintuitive as the used acceleration scheme in [8] is proven
to change the convergence rate of mirror descent from O(1/k) to O(1/k2). In this section,
we want to point out two reasons for this behavior, namely the experimental setup and
the convergence in L1.

6.2.1. Experimental setup

When evaluating the influence of acceleration on the convergence rate in an experimental
study, several setups are reasonable. For example, in [10] G-MDS and its accelerated
counterpart G-AMDSwere initialized with the same step size. Their experiments suggested,
that G-AMDS significantly increases the convergence rate of G-MDS.

We used a different setup for comparing the convergence rates of DMD and ADMD. Instead
of fixing a step size for both algorithms, we tuned the hyperparameters for both algorithms
individually to a reasonable extent and then conducted experiments as described in chapter
4. As a result, the convergence rate of DMD was much closer to the one of ADMD than
for their counterparts in [10]. These results suggest, that while acceleration in general
achieves better performance in an untuned setting, in practice non-accelerated algorithms
achieve similar convergence rates as their accelerated counterparts in policy search. We
tested if this suggestion is also true for G-MDS and G-AMDS and achieved the same
convergence rates for both algorithms on the environments described in [10].

6.2.2. Convergence rates in L1

Convergence rates can be expressed from two different perspectives. One can either
express how quickly a point x converges to an optimizer x∗ or how quickly the objective
value J(xk) converges to an optimum J(x∗). For the accelerated mirror descent scheme
we used, the authors showed that the convergence rate in terms of the distance between
xk and x∗ is O(1/k2) [8]. We argue that a convergence rate in terms of the distance
between xk and x∗ for optimization over distributions is not as expressive as for different
optimization sets. As an illustrative example, consider an arbitrary policy whose optimal
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parameters are θ. Now, consider two distributions p1 and p2 whose mean is θ. One
distribution is associated with a small-sized covariance matrix, while the other one is
associated with an infinitely small covariance. For both distributions, the objective J(p1)
and J(p2) will approximately output the same value, as sampled parameters are close to
θ, due to the small-sized covariances. However, in terms of the L1-norm on the difference
between the distributions’ density functions, the distributions have a significant distance
between them. Hence, for probability distributions improving the convergence rate of
an optimizer is not necessarily reflected in the convergence rate to an optimum. This
suggest, that acceleration techniques might not as valuable for policy search as for different
optimisation scenarios.

6.3. Outlook

In this section, we provide an outlook for what we believe contributes to a deeper under-
standing of acceleration in policy search, namely improving the convergence properties of
ADMD, applying acceleration to step-based approaches, and trying alternative acceleration
schemes.

6.3.1. Improving DMD and ADMD

We believe that the performance of both DMD and ADMD can be enhanced by using a
different family of search distribution and finding an adaptive restarting scheme.

Firstly, both DMD and ADMD use Gaussian distributions or Gaussian mixture models as
search distributions over the parameter space Θ. Gaussian distributions are particularly
simple since they are fully parameterized by a mean and covariance matrix. While
Gaussian distributions are commonly used as search distributions in policy search [4], they
are also limited in their expressiveness. For example, consider a parameter space, where
parameters of interest can be clustered into two regions. In Gaussian distributions sampled
parameters are centered around the distribution’s mean. Therefore, one can either only
explore one of the regions or both regions, but with a large covariance matrix. Both options
are undesirable. Alternatively, a search distribution could be modeled with normalizing
flows [40] as they can express different distributions than Gaussian distributions, but also
satisfy the demands for probability distribution in policy search, i.e. normalizing flows
can be used for sampling and density estimation. Especially in the update steps of ADMD,
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normalizing flows might enhance the convergence properties due to a large number of
distribution fittings during a run of the algorithm.

Secondly, the authors of the generic acceleration scheme we used for ADMD proposed
an adaptive restarting scheme [8]. Based on properties of the gradient and the distance
between an optimization element and its updated version, the algorithm is restarted.
Since it was unclear how these properties translate to an infinite-dimensional optimization
setting, we used a simple fixed restarting schedule, i.e. after a predefined number of
iterations the algorithm was restarted. Fixed restarting schedule generally enhance
the convergence properties of acceleration schemes [26]. However, adaptive restarting
schemes are usually superior to fixed restarting schemes [26]. Therefore, finding proper
restarting conditions for ADMD can potentially enhance its performance.

6.3.2. Accelerating step-based approaches

In this thesis, we viewed the policy search problem from a black-box perspective omitting
information about the return function and trajectories. On the other hand, there also
exist step-based approaches to policy search that model the temporal structure of sampled
trajectories. A particularly well-known step-based policy search algorithm is PPO [41].
Recently, a step-based mirror descent algorithm related to PPO was proposed in [42].
Therefore, it stands to reason, that the acceleration scheme used for our approach can
also be transferred to step-based algorithms, potentially increasing the convergence rates.

6.3.3. Exploring alternative acceleration schemes

We based our exploration of accelerated policy search on the generic acceleration scheme
for mirror descent proposed in [8], as mirror descent is well suited for a black-box
approach to policy search. In order to fulfill the algebraic structure to the application
of this acceleration scheme, we framed the policy search problem as an optimization
problem on a subset of the Banach space L1. However, policy search can be framed
in alternative ways. For example, a set of probability distributions can be modeled as
Riemann manifold [43] enabling to apply acceleration justified with the structure of
Riemann manifolds, e.g. [44].

In our opinion, a particular interesting acceleration scheme applicable to policy search
is described in [45] where acceleration is applied to particle-based variational inference.
In the algorithm, the distance of two distributions is measured with the Wasserstein
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distance [43] instead of the KL-divergence. The Wasserstein distance was interpreted
as a horizontal distance [46] and as such should not suffer as much from premature
convergence due to small covariances in updated distributions.
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7. Conclusion

This thesis aimed at transferring advanced acceleration concepts from mathematical opti-
mization to policy search in a black-box scenario and study its effects. Inspired by G-AMDS,
we derived a mirror descent variant operating in an infinite-dimensional setting called
distributional mirror descent (DMD). Then, we incorporated a particular acceleration
scheme suitable for mirror descent algorithms into DMD yielding an accelerated version of
DMD called accelerated distributional mirror descent (ADMD). Based on these two algo-
rithms, we studied the effects of the acceleration scheme at hand in an experimental study
on continuous control problems. We further discussed the theoretical properties of DMD
and ADMD and their implications for optimizing over a set of probability distributions.
Our results suggest that acceleration in policy search generally enhances convergence
properties in the sense that better optima can be found in fewer iterations. However, the
benefit of acceleration is limited in many cases and does not yield advantage over simpler
trust-region approaches. Nevertheless, we believe that a deeper understanding of accel-
erated policy search can be obtained by future research. The following approaches are
particularly interesting: Firstly, acceleration can be transferred to step-based algorithms.
Secondly, probability distributions can be modeled as elements of a Riemann manifolds
enabling the utilization of different acceleration schemes.
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A. Hyperparameters

figure η c

5.1a 0.01 0.005
0.01 0.05
0.01 0.5
0.01 5.0

5.1d 0.001 0.05
0.01 0.05
0.1 0.05
1.0 0.05

5.3a 0.01 0.05
5.3b 0.001 0.05
5.3c 0.01 0.05
5.3d 1.0 0.05
5.3e 0.1 0.05
5.3f 0.1 0.05
5.3g 0.1 0.05
5.3h 10.0 0.05
5.4a 0.01 0.05
5.4b 0.01 0.05
5.4c 1.0 0.05

Table A.1.: DMD hyperparameters
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figure η c v γ restart
5.1b 0.01 0.005 3 1 -

0.01 0.05 3 1 -
0.01 0.5 3 1 -
0.01 5.0 3 1 -

5.1c 0.1 0.005 3 1 -
0.1 0.05 3 1 -
0.1 0.5 3 1 -
0.1 5.0 3 1 -

5.1e 0.001 0.05 3 1 -
0.01 0.05 3 1 -
0.1 0.05 3 1 -
1.0 0.05 3 1 -

5.2a 0.1 0.05 3 1 -
0.1 0.05 10 1 -
0.1 0.05 30 1 -
0.1 0.05 100 1 -

5.2b 5.0 0.05 3 1 -
5.0 0.05 10 1 -
5.0 0.05 30 1 -
5.0 0.05 100 1 -

5.2c 5.0 0.05 3 1 -
5.0 0.05 3 1 -
5.0 0.05 3 1 -
5.0 0.05 3 1 -

figure η c v γ restart
5.2d 5.0 0.05 3 1 -

5.0 0.05 30 1 -
5.0 0.05 30 1 -
5.0 0.05 30 1 -

5.2e 0.001 0.05 3 1 -
0.001 0.05 3 2 -
0.001 0.05 3 4 -
0.001 0.05 3 8 -

5.2f 0.1 0.05 3 1 -
0.1 0.05 3 2 -
0.1 0.05 3 4 -
0.1 0.05 3 8 -

5.3a 0.1 0.05 30 1 50
5.3b 0.01 0.05 30 1 30
5.3c 0.1 0.05 10 1 30
5.3d 1.0 0.05 10 1 30
5.3e 0.1 0.05 3 1 30
5.3f 0.1 0.05 10 1 -
5.3g 0.1 0.05 10 1 30
5.3h 20.0 0.05 30 1 -
5.4c 1.0 0.05 10 1 30

Table A.2.: ADMD-1 hyperparameters
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figure η c v γ restart
5.3a 0.1 0.05 30 1 5
5.3b 0.01 0.05 10 1 5
5.3c 0.1 0.05 30 1 -
5.3d 1.0 0.05 10 1 30
5.3e 0.1 0.05 3 1 -
5.3f 0.1 0.05 10 1 50
5.3g 0.1 0.05 30 1 10
5.3h 20.0 0.05 30 1 50
5.4a 0.1 0.05 30 1 5
5.4b 0.01 0.05 10 1 5

Table A.3.: ADMD-2 hyperparameters

figure η c

5.4a 0.1 0.05
5.4b 0.1 0.05
5.4c 1.0 0.05

Table A.4.: PGPE hyperparameters

figure ϵ c

5.4a 1.0 0.05
5.4b 0.5 0.05
5.4c 4.0 0.05

Table A.5.: REPS hyperparameters
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