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Abstract

In this thesis, we extend the Guided Policy Search framework to the class of Markov Jump Linear Systems.
As common in stochastic hybrid systems, the forward pass leads to an exponentially growing number of
assumptions about the state distribution. We present two methods of reducing the number of assumptions
in a robust manner. Therefore, we adjust the state assumptions to the worst-case distribution that is close to
the original distribution. This approach is similar to changing the Markov chain, that describes the discrete
state in the Markov Jump Linear Systems. We use this similarity and provide a procedure to find a policy that
is robust with respect to changes in the Markov chain. Finally, we compare the robust policy with the policy
that is optimal on the nominal Markov chain.
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1. Introduction

The class of nonlinear dynamical systems remains a major challenge in classical control theory [1] and rein-
forcement learning [2]. Classical control theory provides a lot of methods such as feedback linearization [3]
or backstepping [4], but those work only on limited classes of nonlinear systems. In contrast to linear control
theory, there is no notion of a general solution. In reinforcement learning those issues are generally tackled
by learning large nonlinear policies iteratively [5].

A different approach tries to model nonlinear systems with hybrid systems. The idea is to use hybrid switching
models to decompose nonlinear systems into simpler segments. This strategy has been studied in control
theory [6] and machine learning [7].

Ultimately, our goal is to have a complete framework to optimize nonlinear systems using the concepts of
hybrid systems. Therefore, we want to learn hybrid switching models from data that describe the dynamics
of a nonlinear system reasonably well. We hope to find policies to those hybrid models that outperform
traditional data-driven approaches.

This thesis focuses on the control of stochastic hybrid systems. As solutions to optimal control so far exist
only for limited classes of stochastic hybrid systems [8], we focus on the simple class of Markov Jump Lin-
ear Systems (MJLS). Even if the expressive power of these models is limited, they have difficulties that are
common in hybrid systems. The way we tackle those problems can provide insight on how to handle more
sophisticated hybrid models.

A major challenge with stochastic hybrid systems is the exponentially growing number of assumptions about
the state, when simulating over multiple time steps. Typically, approximations are needed to keep the number
of assumptions within bounds. As information is lost by using these approximations, the goal of this thesis is
to find a robust way to tackle the exponential growth of the assumptions.

In the following we give a short introduction on hybrid systems, MJLS, and the optimal control of MJLS. We
then show how the challenges of MJLS are dealt with in the research area of tracking. Subsequently, we
introduce the concepts of distributionally robust optimization. Chapter 2 provides a different procedure to
find the optimal control for MJLS by introducing an optimization problem that is solved iteratively. This new
formulation of finding the optimal control forms the basis for the methods in the next chapters. In chapter
3 we build on the ideas used in tracking to find a robust manner to deal with the exponential growth of
MJLS. In chapter 4 we extend the optimization framework from chapter 2 to a minimax optimization to find
a distributionally robust policy. Finally, in chapter 5 we draw a conclusion.

1.1. Hybrid Systems and Optimal Control

Hybrid systems describe the dynamics and the interaction of continuous and discrete variables in a common
framework [9]. Most interesting to us are the classes of switching systems, where there exist a set of dynam-
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ical models and a discrete variable called mode that defines which model is used to describe the continuous
state. A simple example are Piecewise Affine Systems (PWA) [10]. PWA consist of a set of affine systems
that partition the state and input space in polyhedral regions. The mode that determines the affine system is
therefore described by the continuous state and the action. Due to the occurrence of continuous and discrete
variables, optimal control problems are solved by mixed-integer techniques [11][12].

Adding uncertainty to hybrid systems makes the problem of finding an optimal control much more difficult.
As [8] shows, there are only a very limited number of subclasses of stochastic hybrid systems, where solutions
to optimal control have been found. One of those is the class of Markov Jump Linear Systems (MJLS) [13].
MJLS are switching systems where the dynamics of the discrete mode are described by a finite state Markov
chain Pt(z

′|z). For each mode there consists a linear Gaussian model, that describes the evolution of the
continuous state s given an action a:

Pt(s
′|s,a, z) = N (Az

t s+ bz
ta+ czt |Σz

dyn)

It can be shown [14] that with a quadratic cost the stochastic optimal control can be computed in closed-form
by applying Dynamic Programming (DP) [15]. In the following we refer to the assumptions of model and
cost as LQG assumptions. Instead of a cost, we use the reward Rt(s,a). Using the principle of optimality,
DP decomposes the complex problem of finding the policy that maximizes the expected reward into simpler
subproblems that can be solved recursively. This recursion can be described by the dependence of the state
value function Vt(s, z) and the state-action value function Qt(s, z,a). Vt(s, z) is defined as the expected
reward-to-go given the current state following policy πt(a|s, z), whereasQt(s, z,a) is the expected reward-to-
go given the current state, choosing action a before following policy πt(a|s, z). The relation between Vt(s, z)
and Qt(s, z,a) is expressed by the Bellman equations:

Qt(s, z,a) = Rt(s,a) +
∑
z′

∫
s′
Pt(z

′|z)Pt(s′|s,a, z)Vt+1(s
′, z′)ds′,

Vt(s, z) =

∫
a
πt(a|s, z)Qt(s, z,a)da,

with VT (s, z) = RT (s). Using this description, finding the optimal policy breaks down to maximizing the
state-action value function each time step:

πt(a|s, z) = argmax
a

Qt(s, z,a).

Using the aforementioned assumptions, the quadratic reward leads to quadratic value functions and Gaussian
policies.

1.2. Multiple Model Approach in Tracking

In the research area of tracking the multiple model approach [16] is used, when dealing with switching sys-
tems consisting of r models. It provides a Bayesian framework to calculate the probabilities of a state at time
k, given measurements up to k. The optimal solution consists of a Gaussian mixture with an exponentially
increasing number of terms, as the solution has to be conditioned on each possible mode sequence.

To tackle the exponential increasing number of possible sequences, suboptimal algorithms are necessary. The
simplest approach is called pruning, where after each time step only the most probableN sequences are kept.
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A more sophisticated approach is the Generalized Pseudo-Bayesian (GPB) method. The idea is to combine
similar sequences. Therefore, sequences that differ several time steps ago are merged, as their outcome will
generally be more similar than sequences that differ in recent time steps [17]. The first-order GPB regards
only the discrete state in the last time step. At the end of each time step r hypotheses are merged into a single
hypothesis. GPB2 considers the history of the last two time steps. All sequences that differ in older modes
are combined. Therefore, each time step r2 hypotheses are merged into r hypotheses. The increasing order
of the GBP approach comes with better approximations of the optimal approach, but also with an increasing
computational cost.

The Interacting Multiple Model (IMM) filter approximates GPB2, but requires only to keep track of r hypoth-
esis each time step [18]. The idea is to use a different timing for merging the hypotheses. While in GPB
methods, the merging is done after the measurement update, leading to an increasing number of hypotheses,
the IMM mixes the hypotheses at the beginning of each cycle, so that the number of assumption does not
increase.

As the IMM performs much better than GPB1 and almost as well as GPB2 [18], it seems to be the best tradeoff
between computational cost and accuracy.

The IMM and GPB filter use moment matching to collapse mixture of Gaussians into a single Gaussian. We
are interested in methods that reduce the number of mixture terms to a given number. A typical strategy
is to repeatedly merge two components until the given number is reached. Well-known methods differ in
the way they choose the components to merge. The idea in Runnalls’ algorithm [19] is to choose the two
components, so that the Kullback-Leibler divergence (KL) [20] between the new mixture and the original
distribution is minimal. As there is no closed-form solution for the KL between mixtures of Gaussians, the
paper proposes an upper bound that can be used as a criterion. In [21], this method is compared with more
sophisticated approaches. The evaluations show that Runnalls’ algorithm is reasonably good and has much
lower computational cost than the compared methods.

1.3. Distributionally Robust Optimization

Distributionally Robust Optimization (DRO) is a framework that combines the idea of robust optimization
and stochastic optimization [22]. Consider the problem of minimizing a loss function L with respect to a
decision variable x, where there is uncertainty about the parameters w. The idea of robust optimization is
to think of the worst-case values the parameters can take and then minimize the loss function:

min
x

max
w
L(x,w).

By optimizing the worst-case scenario, it is guaranteed that with the actual unknown parameters w the loss
cannot be higher when choosing the found decision variable. However, this risk-averse decision is often too
conservative, which means that it leads to poor values in the other scenarios [23]. Additionally, this approach
does not use all the information available about the parameters, but only the information about the worst-
case.

In contrast, stochastic optimization uses all the information available about the parameters. Assume the un-
certainty of the parameters can be described by a distribution p(w). Then the goal of stochastic optimization
is to minimize the expected loss under that distribution:

min
x

Ew∼p [L(x,w)] .
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This risk-neutral decision often leads to bad outcomes for extreme cases of w.

DRO proposes an optimization problem that combines these two approaches. The idea is to minimize the
loss function as in stochastic optimization, but with the worst-case distribution from a set of distributions P:

min
x

max
p∈P

Ew∼p [L(x,w)] .

The set of distributions P is called ambiguity set. With the ambiguity set, the uncertainty about the distri-
butions can be described. When the distribution of the parameter is learned from data, similar distributions
can be included in the ambiguity set to make the optimization robust to errors or biases in the data. With
this idea knowledge about the parameters can be included, even if this knowledge is not perfect.
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2. Guided Policy Search for Markov Jump Linear
Systems

In contrast to the exact solution proposed in [14], we solve the optimal control for MJLS iteratively. Typically,
iterative methods in stochastic optimal control are used for finding optimal control for nonlinear dynami-
cal systems. Methods like Differential Dynamic Programming [24] and Iterative Linear Quadratic Gaussian
[25] repeatedly linearize the dynamics around each point of the state trajectory, solve linear optimal control
problems and apply the new locally optimal policies to get a new trajectory.

Our work builds on Guided Policy Search (GPS) [26] that follows this iterative scheme. Instead of linearizing
the points on the trajectory, the linearizedmodels are directly learned from data. Additionally, GPS introduces
a KL constraint on the trajectory update. This constraint ensures, that the linearized models describing the
system only locally are not exploited. Even when working with linear systems, this limitation in the step
size will be useful, as it is crucial when trying to find a robust control. In [27] the optimization problem is
rewritten and it is shown that the KL on the trajectory is equivalent to an expected KL on the policy over
the state distribution. We extend this approach to switching systems by adding the discrete state z and the
Markov chain Pt(z

′|z).

2.1. Optimization Problem

To find the optimal control, we iteratively solve the following optimization problem where the dynamics are
assumed to be known, starting with a policy qt(a|s, z) and searching for the new policy πt(a|s, z):

argmax
πt(a|s,z)

T−1∑
t=1

∑
z

∫
s

∫
a
Rt(s,a)µt(s, z)πt(a|s, z)dads+

∑
z

∫
s
µT (s, z)RT (s)ds, (2.1)

s.t
∫
a
πt(a|s, z)da = 1 ∀s,∀z,∀t < T, (2.2)∑

z

∫
s

∫
a
µt−1(s, z)πt−1(a|s, z)Pt−1(s

′|s,a, z)Pt−1(z
′|z)dads = µt(s

′, z′) ∀s′, ∀z′, ∀t > 1, (2.3)

µ1(s, z) = p1(s, z) ∀s, ∀z, (2.4)
T−1∑
t=1

∑
z

∫
s
µt(s, z)

∫
a
πt(a|s, z) log

πt(a|s, z)
qt(a|s, z)

dads ≤ ϵ. (2.5)

The objective function (2.1) aims to find the policy πt(a|s, z) that maximizes the cumulative reward of the
state trajectory under the initial conditions (2.4) and the dynamics (2.3). The constraint (2.5) limits the
policy update by enforcing the new policy πt(a|s, z) to be close to the previous policy qt(a|s, z).
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The optimization problem is solved by using the method of Lagrangian multipliers. The primal problem can
be formulated by adding a Lagrangian multiplier for each constraint:

L(πt, µt, Vt, λt, αt) =

T−1∑
t=1

∑
z

∫
s

∫
a
Rt(s,a)µt(s, z)πt(a|s, z)dads+

∑
z

∫
s
µT (s, z)RT (s)ds

+

T−1∑
t=1

∑
z

∫
s
λt(s, z)

(
1−

∫
a
πt(a|s, z)da

)
ds

+
∑
z

∫
s
V1(s, z) (p1(s, z)− µ1(s, z)) ds

+

T∑
t=2

∑
z′

∫
s′
Vt(s

′, z′)
∑
z

∫
s

∫
a
µt−1(s, z)πt−1(a|s, z)Pt−1(s

′|s,a, z)Pt−1(z
′|z)dadsds′

−
T∑
t=2

∑
z′

∫
s′
Vt(s

′, z′)µt(s
′, z′)ds′

+ α

(
ϵ−

T−1∑
t=1

∑
z

∫
s
µt(s, z)

∫
a
πt(a|s, z) log

πt(a|s, z)
qt(a|s, z)

dads

)
.

Solving

∂L

∂πt
= 0,

∂L

∂λt
= 0,

gives an expression for the optimal policy:

πt(a|s, z) ∝ exp

(
Qt(s, z,a)

α

)
, (2.6)

where

Qt(s, z,a) = α log (qt(a|s, z)) +Rt(s,a) +
∑
z′

∫
s′
Vt+1(s

′, z′)Pt(s′|s,a, z)Pt(z
′|z)ds′. (2.7)

The dual problem is obtained by plugging the policy back in the primal problem:

L(µt, Vt, α) =
∑
z

∫
s
µT (s, z)RT (s)ds+

∑
z

∫
s
V1(s, z)p1(s, z)ds−

T∑
t=1

∑
z

∫
s
Vt(s, z)µt(s, z)ds

+
T−1∑
t=1

∑
z

∫
s
µt(s, z)α log

∫
a
exp

(
Qt(s, z,a)

α

)
dads+ αϵ.

Using the duality of this optimization [28], the original problem can be solved byminimizing the dual function
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with respect to a positive α. Therefore, the partial derivatives are computed:

∂L

∂µt
=


−VT (s, z) +RT (s) , t = T

−Vt(s, z) + α log

∫
a
exp

(
Qt(s, z,a)

α

)
da , t < T

(2.8)

∂L

∂Vt
=

 −µ1(s, z) + p1(s, z) , t = 1

−µt(s, z) +
∑

ẑ

∫
ŝ

∫
â πt−1(â|ŝ, ẑ)µt−1(ŝ, ẑ)Pt−1(s|ŝ, â, ẑ)Pt−1(z|ẑ)dâdŝ , t > 1

(2.9)

∂L

∂α
= ϵ−

T−1∑
t=1

∑
z

∫
s
µt(s, z)

∫
a
πt(a|s, z) log

πt(a|s, z)
qt(a|s, z)

dads. (2.10)

Setting the partial derivatives (2.8) and (2.9) to zero leads to a forward pass for the state µt(s, z) and a
backward pass for the Lagrangian multiplier Vt(s, z) as optimality conditions:

Vt(s, z) =


RT (s) , t = T

α log

∫
a
exp

(
Qt(s, z,a)

α

)
da , t < T

(2.11)

µt(s, z) =

 p1(s, z) , t = 1∑
ẑ

∫
ŝ

∫
â πt−1(â|ŝ, ẑ)µt−1(ŝ, ẑ)Pt−1(s|ŝ, ẑ, â)Pt−1(z|ẑ)dâdŝ , t > 1.

(2.12)

By inserting the optimality conditions the dual simplifies to:

L(µt, Vt, α) =
∑
z

∫
s
V1(s, z)p1(s, z)ds+ αϵ (2.13)

The Lagrangian variable α needs to be optimized with gradient methods using (2.10) until the dual (2.13)
converges. The full derivation can be found in appendix A.1.

2.2. Interpretation

Equations (2.7) and (2.11) show great resemblance to the Bellman optimality equations. The log
∫
exp

(logSumExp) operator is a smooth approximation of the maximum function over the action a. The α term
on the inside and outside of the logSumExp operator is the smoothness parameter. As α goes to zero, the
operator converges to the maximum function. Therefore, we interpret the Lagrangian multiplier Vt(s, z) as
the optimal state value function. By following this interpretation Qt(s, z,a) is the state action value function,
where the reward is augmented by α log qt(a|s, z), a term that punishes actions of low probability in the
previous policy. This is a consequence of constraint (2.5) making the new policy stay close to the old one.
The policy (2.6) is a softmax function with the state value functionQt(s, z,a) as input and α as a temperature
parameter.

For a given α we solve an approximation of the Bellman optimality equations. This approximation limits
the policy updates. When α goes to zero, the approximation converges to the equation for the optimal value
function, as the logSumExp operator converges to the maximum function and the augmentation of the reward

7



vanishes. The whole approach is very similar to the simulated annealing technique where the optimization
problem is approximated by an easier optimization problem. The solution to the approximation is repeatedly
used as initial guess for the next iteration while the approximation converges to the original problem [29].

2.2.1. LQG Assumptions

Using the assumptions of Markov Jump Linear systems and quadratic reward leads to closed-form solutions for
the backward pass and the forward pass. Starting with a Gaussian policy qt(a|s, z), the augmented reward will
be quadratic as the logarithm of a Gaussian is a quadratic function. The quadratic reward yields a quadratic
state value function Vt(s, z) and a quadratic state action value function Qt(s, z,a). As the policy πt(a|s, z) is
the softmax of the quadratic state action value function, the new policy will again be Gaussian. A complete
derivation of the closed-form solutions under LGQ assumptions can be found in the appendix A.2.

2.2.2. Drawbacks

Even though there are closed-form solutions, there is still a major issue. As can be seen in the forward pass
(2.12), the number of Gaussians grows in each time step due to the sum over the discrete state z. This
exponential growth leads quickly to high computational cost. In this form, the algorithm is therefore only
feasible for a short horizon.

Figure 2.1 highlights the effect of the growing number of mixture terms over time. It shows the trajectories of
a MJLS with 2 discrete states and 2 continuous states with an applied optimal policy. The blue lines visualize
the probability density functions of the continuous state each time step, while the red dots show samples of
the trajectory. The number of mixture terms grow exponentially over time, leading to 27 = 128mixture terms
in the final time step. Due to the optimal control, most terms are brought to the origin, making it seem like
only one mixture term in the end.

2.3. Implementation

Applying the iterative style of GPS to find the optimal control for MJLS, we solve the presented optimization
multiple times. After each iteration, the solution πt(s, z) is used as initial policy q(s, z) for the next iteration. In
each optimization problem we initialise α and start with the backward pass (2.11) to get the value function
Vt(s, z) and the policy πt(a|s, z). Using this policy, the state distributions µt(s, z) are computed with the
forward pass (2.12). With the state distribution and the policy, we are able to calculate the gradient of α.
With this gradient we do an update on α. Instead of using gradient descent, we use a bisection method.
Algorithm 1 shows the pseudocode of this optimization.

When the MJLS is iteratively learned from data, an adequate step size needs to be chosen that makes sure
that the local model is valid for the trajectory. When the MJLS model is globally valid, this is not the case. A
big step size can be chosen, so that the optimal control is found fast. It would also be possible to directly use
the exact solution proposed in [14] in that case. But as mentioned before, when extending this method for
finding a robust policy, a limit on the policy update is crucial.

8



0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6 6.5 7 7.5
−10

−5

0

5

10

St
at
e
1

Samples
Density Function

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6 6.5 7 7.5

−10

0

10

Time Steps

St
at
e
2

Figure 2.1.: Trajectory of a random MJLS with applied optimal control. The number of mixture components
increases exponentially with time. Due to the optimal control the uncertainty decreases in the
final time steps as the mixture terms are brought to the origin.
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input :T ; /* time horizon */
Pt(s′|s,a, z) ; /* linear dynamics */
Pt(z

′|z) ; /* Markov chain */
µ1(s, z); /* initial state distribution */
qt(a|s, z); /* initial policy */
Rt(s, z); /* reward function */

output :πt(a|s, z); /* optimal policy */

initialize :α, αmin, αmax, Lopt

while L(µt, Vt, α) not at minimum do

/* compute value function and policy using equation (2.11) */
[Vt(s, z), πt(a|s, z)]← backward_pass(Pt(s′|s,a, z), Pt(z

′|z), qt(a|s, z), Rt(s,a), α);

/* compute the state distribution using equation (2.12) */
µt(s)← forward_pass(µ1(s, z),Pt(s′|s,a, z), Pt(z

′|z), πt(a|s, z));

/* update dual value using equation (2.13) */
L(µt, Vt, α)← update_dual(µ1(s, z), V1(s, z), α, ϵ);

/* compute dual gradient with respect to α using equation (2.10) */
∂L

∂α
← dual_alpha_gradient(µt(s), πt(a|s, z), qt(a|s, z), ϵ);

/* bisection method to find optimal α */
if L(µt, Vt, α) < Lopt then

αopt ← α;
Lopt ← L(µt, Vt, α);

if
∂L

∂α
< 0 then

/* α too small */
αmin ← α;
α← √αmin · αmax;

else
/* α too large */
αmax ← α;
α← √αmin · αmax;

else
αmin ← α;
α← √αmin · αmax;

Algorithm 1: Pseudocode of Guided Policy Search applied to Markov Linear Jump Systems

10



3. Robustifying Assumptions About the State
Distribution

As described in the last chapter, one major issue when dealing with hybrid systems is the exponentially
growing number of hypotheses about the state in the forward pass. In the research are of tracking, there
are several solutions to tackle this issue. The simplest approach is called pruning, where after each time
step the hypotheses with the lowest probabilities are dropped. Other methods involve the idea of merging
similar hypotheses to reduce the number of assumptions. No matter which method is used, there will be
a loss of information when the number of hypotheses is decreasing. In tracking this loss of information is
moderated by measurements, which add new information and adjust the assumptions. As no measurements
are available, we would like to have a different principle to adjust the assumptions. Typically we are more
interested in bad outcomes that lead to higher costs. We propose to use information about cost and dynamics
to robustify the hypotheses before using pruning and merging techniques. Therefore, we adjust the state
distributions to the worse in the sense of a cost function.

This chapter focuses on two different methods that make the assumptions about the state more robust. Two
mechanisms are presented that change a mixture of Gaussians to a mixture with higher cost. We then analyze
how those methods in combination with the merging and pruning filters used in tracking affect the forward
pass and the routine to find the optimal control.

3.1. Robustifying Mixture of Gaussians

3.1.1. Optimization Problem

The goal of the first method is to find the distribution q(s) in a KL-ball around the given distribution µ(s),
that maximizes a cost function C(s). This leads to solving the following optimization problem:

max
q(s)

∫
s
C(s)q(s)ds, (3.1)

s.t.
∫
s
q(s)ds = 1,∫

s
q(s) log

q(s)

µ(s)
ds ≤ ϵ.

The Lagrangian can be formulated by using the method of Lagrangian multipliers:
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L(q, α, λ) =

∫
s
C(s)q(s)ds− α

(∫
s
q(s) log

q(s)

µ(s)
ds− ϵ

)
− λ

(∫
s
q(s)ds− 1

)
.

Solving

∂L

∂q
= 0,

∂L

∂λ
= 0,

leads to the following expression for the new state distribution:

q(s) ∝ µ(s) exp

(
1

α
C(s)

)
.

By inserting this back into the Lagrangian, the dual function is obtained:

L(α) = α

(
ϵ+ log

∫
s
µ(s) exp

(
1

α
C(s)

)
ds

)
. (3.2)

Using the principle of duality [28], the original problem is solved byminimizing the dual function with respect
to a positive α. Therefore a gradient descent method is used with the partial derivative:

∂L

∂α
= ϵ−

∫
s
q(s) log

q(s)

µ(s)
ds. (3.3)

It can be shown that for each ϵ there exists an α, that is the solution to the gradient descent. As we are
interested in a closed-form solution to the optimization problem, we solve this problem with a fixed α instead
of a fixed ϵ. With this change of the hyperparameter that we choose, we trade off the intuitive interpretability
of ϵ that defines the KL for a faster solution, as we avoid gradient descent.

Using the assumptions of a quadratic cost function C(s) = sTCs + sT c + c and a mixture of Gaussians
µ(s) =

∑
iwiN (s|τi,Σi) it can be shown (see Appendix B) that q(s) will also be a mixture of Gaussians with

the following form:

q(s) =
∑
i

qiN
(
s|(Σ−1

i −
2

α
C)−1(

c

α
+Σ−1

i τi), (Σ
−1
i −

2

α
C)−1

)
. (3.4)

By analyzing the covariance term, it can be seen that the existence of the solution depends on α. A correct
covariance matrix has to be positive semidefinite, therefore the following condition needs to be satisfied:

Σ−1
i −

2

α
C ≻ 0. (3.5)

For positive semidefinite Σi and C there will always be a small positive α that dissatisfies condition (3.5).
This is a major drawback that comes from the change of hyperparameters. For every ϵ the corresponding α
would satisfy the condition.
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3.1.2. Existence of the Worst-Case Distribution

In the following we give a short explanation, why this issue arises, when changing the optimization problem
from a fixed ϵ to a fixed α. Choosing a value for α is the same as changing the optimization problem (3.1) to:

max
q(s)

∫
s
C(s)q(s)ds− α

∫
s
q(s) log

q(s)

µ(s)
ds,

s.t.
∫
s
q(s)ds = 1.

Using a quadratic cost and Gaussian distributions q(s) = N (s|a,A) and µ(s) = N (s|τ,Σ), the objective
changes to:

aTCa+ aT c+ c− α

2

(
log |Σ| − log |A|+ tr(Σ−1A) + (τ − a)TΣ−1(τ − a)− n

)
. (3.6)

Notice that the quadratic cost function is convex, while the negative KL is concave. When maximizing this,
the concave part needs to outweigh the convex part, so that the objective becomes concave. For a convex
function, there would not be a solution, as the function grows to infinity. The objective becomes concave,
when

C− α

2
Σ−1 ≺ 0.

As a consequence, condition (3.5) makes sure that the objective of the simplified optimization problem with
a fixed α becomes concave.

3.1.3. Example

As an example, we analyze how the distribution q(s) changes for different α, given a one-dimensional mixture
of Gaussians µ(s) = 0.5N (s| − 5, 1) + 0.3N (s|0, 1) + 0.2N (s|5, 1) and the cost function C(s) = s2 + s + 1.
To satisfy the condition (3.5), α needs to be higher than 2. Figure 3.1 compares the resulting distributions
for different α values. The plots visualize that for high α the distribution q(s) stays very close to the original
distribution µ(s), since high values of α correspond to a small KL. For smaller values of α two effects can be
seen: Each Gaussian increases its cost by an increasing covariance and a mean that moves further away from
the minimum of the cost function. Secondly, with decreasing α the optimization gives more weight to the
Gaussians with higher cost. When α converges to the limit set by condition (3.5), distribution q(s) diverges
leading to a cost that rises to infinity.

3.1.4. Optimistic Mixture of Gaussians

Interestingly, with a small change in the optimization formulation, the problem can be changed from a robust
pessimistic search to an optimistic one. By turning the maximization into a minimization, we search for the
distribution with the smallest cost in some KL-ball around the given distribution µ(s). This formulation leads
to the same equations, but with negative α instead of positive ones. For negative α the condition (3.5) is
always satisfied, when Σi and C are positive semidefinite. This is a consequence of the objective (3.6) being
a convex function for all negative α.
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Figure 3.1.: Comparison of robust state distributions with different α values. For high α values the robust
distribution is close to the original distribution as high α values correspond to a small KL. For
decreasing α, the terms move to higher cost states and the weights of the higher cost terms
increase.
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Figure 3.2.: Comparison of optimistic state distributions with different α values. For high absolute α values
the optimistic distribution is close to the original distribution as high α values correspond to a
small KL. For decreasingα, the termsmove to theminimumof the cost function and theweights
of the lower cost terms increase.
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Figure 3.2 shows how the optimistic distribution changes with different α. It can again be seen that for high
absolute α values the optimistic distribution is close to the given distribution as those α values correspond to
small KL. When α goes to zero, the KL-ball grows bigger and therefore the distribution goes to the minimum
of the cost function.

3.1.5. Conclusion

There are two issues using this method to find a robust distribution. First, condition (3.5) has to be satisfied.
Secondly, while moving closer to the limit set by the condition, the cost of the distributions will rise to infinity.
As this rate of going to infinity is different for each given distribution and cost function, it is hard to intuitively
choose the hyperparameter α.

3.2. Robustifying Mixture Weights

3.2.1. Optimization Problem

To tackle the issues mentioned, we propose a different approach to make the assumptions robust. Instead
of trying to find the distribution with the highest cost within a KL-ball, the mixture terms are kept and we
search for a new distribution of their weights:

max
vi

∫
s
C(s)

∑
i

viµi(s)ds,

s.t.
∑
i

vi = 1,∑
i

vi log
vi
wi
≤ ϵ.

The optimization is very similar to the one mentioned before. We start again by formulating the Lagrangian:

L(vi, α, λ) =

∫
s
C(s)

∑
i

viµi(s)ds− α
∑
i

vi log

(
vi
wi

)
− ϵ− λ

(∑
i

vi − 1

)
.

Solving

∂L

∂vi
= 0,

∂L

∂λ
= 0,

gives the following expression for the new weights:

vi ∝ wi exp

[
1

α

(∫
s
C(s)µi(s)ds

)]
. (3.7)

Plugging this into the Lagrangian yields the dual function:
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L(α) = α

(
ϵ+ log

∑
i

wi exp

(
1

α

∫
s
C(s)µi(s)ds

))
.

The original problem is solved by minimizing the dual problem with respect to a positive α [28]. Therefore
a gradient descent method is used with the partial derivative:

∂L

∂α
= ϵ−

∑
i

vi log
vi
wi

.

The full derivation is shown in appendix C. As before, we avoid the gradient descent on α, by choosing α as
the hyperparameter instead of the KL ϵ. In contrast to the previous method, the solution to (3.7) does always
exist. For a quadratic cost and the mixture terms being Gaussian µi = N (s|τi,Σi) the integral resolves to :∫

s
C(s)µi(s)ds =

∫
s
(sTCs+ c+ c)N (s|τi,Σi) = τTi Cτi + τTi + c+Tr(CΣi).

Figure 3.3 shows how the mixture changes for different positive α values using the same original distribution
and cost function. Like the previous method, for high α values the mixture stays close to the given mixture,
as high α values correspond to a small KL. When α decreases, the weights of the mixture terms with higher
cost increase, while the weights of the lower cost terms decrease.

3.2.2. Conclusion

The idea of robustifying the weights of the mixture terms does not have the same issues as the previous
method. As pointed out before, the existence of the solution does not depend on α. Also, there is a limit on
how much the mixture can change. When α converges to zero, the solution will have a weight of one for the
mixture term with the highest cost and zeros for the other terms. Since these issues are avoided, choosing
the hyperparameter α is much simpler.

3.2.3. Optimistic Mixture Weights

Like the previous method, the problem can easily be changed to find the mixture weights, that lead to the
minimal cost. By turning the maximization into a minimization, the equations stay the same, but the α is
restricted to negative values.

Figure 3.4 shows how the weights change for different negative α values. For high absolute α values the
weights stay close to the original values. When α decreases, the weight of the mixture terms with lower cost
increase.
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Figure 3.3.: Comparison of robust mixture weights with different α values. For high α values the robust
weights are close to the original weights as high α values correspond to a small KL. For de-
creasing α, the weights of the higher cost terms increase.
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Figure 3.4.: Comparison of optimistic mixture weights with different α values. For high absolute α values
the robust weights are close to the original weights as high α values correspond to a small KL.
For decreasing α, the weights of the lower cost terms increase.
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3.3. Robust Forward Pass

Our goal is to tackle the exponential growth of the forward pass in a robust way. Therefore, we use the
method of robustifying the weights each time we use merging methods and thereby lose information. We do
the merging similarly to IMM, but instead of merging a mixture of Gaussians to a single term, we choose a
number k of terms we want to keep track of for each discrete state. Each time the number of terms exceeds k,
we adjust the weights and merge the new terms to a mixture of k components with Runnalls’ algorithm [19].
With the hyperparameter α we can decide on the level of robustness. Algorithm 2 shows the pseudocode for
this robust forward pass.

input :T ; /* time horizon */
Pt(s′|s,a, z) ; /* linear dynamics */
Pt(z

′|z) ; /* Markov chain */
µ1(s, z); /* initial state distribution */
πt(a|s, z); /* policy */
Ct(s, z); /* cost function */
α; /* hyperparameter */
Z; /* number of discrete states */
k; /* limit on mixture terms */

output : qt(s, z); /* new distribution */

q1(s, z)← µ1(s, z);

for t← 1 to T − 1 do

/* one step of forward pass using equation (2.12) */
µt+1(s

′, z′)← forward_pass(qt(s, z),Pt(s′|s,a, z)Pt(z
′|z), πt(a|s, z));

for z← 1 to Z do
if size(µt+1(s

′, z′)) > k then

/* adjust weights by equation (3.7) */
qt+1(s, z)← adjust_weights(µt+1(s, z), C(s, z), α);

/* Use runnals algorithm to reduce the size of the mixture */
qt+1(s, z)← runnals(qt+1(s, z), k);

else
qt+1(s, z)← µt+1(s, z);

Algorithm 2: Pseudocode of the robust forward pass

For the cost function we have several options. The simplest cost function would be to use the cost (negative
reward) of the state and the input, given the control law C(s) =

∫
a−R(s,a)π(a|s)da. This cost function,

however, would not use information about the dynamics of the system. To include information about the
dynamics, it is possible to do a backward pass over a chosen horizon to take future costs into account. If
available, the best choice is the value function as it includes by definition the expected total cost of the
trajectory of the state.

In the following we want to evaluate the robust forward pass on a random MJLS, given the optimal control
and the value function. For that we sample trajectories with applied optimal control and evaluate the cost of
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Figure 3.5.: Comparison of the cost of trajectory samples and the expected cost of robust forward passes
with different α values. For high α values the expected cost of the robust forward pass is close
to the expected cost of the normal forward pass. For decreasing α values the expected cost
increases.

those samples. We now compare the expected cost under the robust forward pass with the samples. Figure
3.5 shows the estimated density of the cost samples. The vertical lines mark the expected cost of the different
forward passes. The plot visualizes that the expected costs of the robust forward passes are higher than the
cost of the normal forward pass. This is because each time step the weights are changed to the worse with
respect to the cost function. When α decreases, the cost increases. As there is a lower limit on howmuch each
distribution can change, there is also a limit on the cost. The robust forward pass with α = 1 is very close to
that limit. Smaller α values would not increase the expected cost. As can be seen, this limit on the cost is not
the worst-case for the samples. This is because the method only effects the weights, not the uncertainties that
come from dynamics or control. If we would have used the previous method from section 3.1, there would
not be a limit on the cost, as there was no limit on the distributions. Figure 3.6 shows similar behavior with
optimistic forward passes.

Having a different forward pass can be interpreted as having a different dynamic model. This new dynamic
model changes the weights of the mixture terms in a robust way that leads to a higher cost. As the only term
in the dynamic model that influences the weights of the Gaussian mixture is the Markov chain that updates
the discrete state, this method is similar to having a worst-case Markov chain.

3.3.1. Effect of Robust Forward Pass on GPS routine

We now want to evaluate how the robust forward pass affects the GPS routine, when exchanging it with the
traditional forward pass. Due to the different forward pass, the trajectory of the state will be different, given
the same controller. This leads to a different α, as its gradient depends on the state. As the backward pass is
influenced by α, the policy and value function in the next iteration are different than in the conventional GPS.
But as long as α goes to zero, the backward pass converges to the bellman optimality equations and therefore
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Figure 3.6.: Comparison of the cost of trajectory samples and the expected cost of optimistic forward
passes with different α values. For high absolute α values the expected cost of the robust
forward pass is close to the expected cost of the normal forward pass. For decreasing α values
the expected cost decreases.

yields the same optimal control as the approach with the normal forward pass. Therefore our intuition is that
this approach does not effect the solution, but only the rate of convergence.

We tested this on 50 random MJLS by comparing the normal GPS routine with the altered routine. On all
systems both approaches converged to the same solutions for the optimal control. In all tested cases the
altered routine took more or the same amount of iterations to converge.

The robust forward pass can be seen as a robust prediction since it yields a higher cost state distribution. Using
the GPS routine with this robust forward pass, however, does not result in a different optimal controller that
is robust to these changes. This is because the new forward pass can be interpreted as having a different
dynamic model. If we want the policy to adapt to the changes, the forward pass and the backward pass need
to consider the new model. By only changing the forward pass this new dynamic model is not included in
the backward pass. Instead of changing the forward pass after the derivation of the GPS routine, the forward
pass constraint in the formulation of the GPS optimization problem should be changed. This would induce
the new dynamic model in the backward pass.

In the following we observe a different approach, where we use the mentioned similarity of this method
compared to changing the Markov chain.
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4. Distributionally Robust Trajectory Optimization

The last chapter mentioned that adjusting the weights of the mixture terms is very similar to changing the
Markov chain that defines the state update for the discrete state z. This change of the dynamics of the
system can lead to a higher cost of the trajectories. Ultimately, we want a controller that adapts to these
changes and minimizes the cost in a robust way. Therefore, we formulate a minimax optimization problem,
where the expected reward is minimized with respect to the new Markov chainDt(z

′|z) and maximized with
respect to the policy πt(a|s, z). As the Markov chain Dt(z

′|z) defines the distribution of z′, this can be seen
as a distributionally robust optimization. As ambiguity set, we choose all Markov chains that lie in a KL-ball
around the nominal distribution Pt(z

′|z). This way it is possible to include known information about the
parameters. By the size of the KL-ball we can define how much we trust the nominal behavior.

The following optimization problem is similar to the one in [30]. This work proposes a distributional robust
control with respect to changes in the linear dynamics.

4.1. Optimization Problem

First the optimization problem from chapter 2 is extended by adding the KL constraint on the Markov chain
and the minimization with respect to Dt(z

′|z). This leads to the following optimization problem:

min
Dt(z′|z)

max
πt(a|s,z)

T−1∑
t=1

∑
z

∫
s

∫
a
Rt(s,a)µt(s, z)πt(a|s, z)dads+

∑
z

∫
s
µT (s, z)RT (s)ds,

s.t.
∑
z

∫
s

∫
a
µt−1(s, z)πt−1(a|s, z)Pt−1(s

′|s,a, z)Dt−1(z
′|z)dads = µt(s

′, z′) ∀s′,∀z′,∀t > 1,

µ1(s, z) = p1(s, z) ∀s,∀z,∑
z′

Dt(z
′|z) = 1 , ∀z,∀t < T,

T−1∑
t=1

∑
z

∑
z′

Dt(z
′|z) log Dt(z

′|z)
Pt(z′|z)

≤ δ,

T−1∑
t=1

∑
z

∫
s
µt(s, z)

∫
a
πt(a|s, z) log

πt(a|s, z)
qt(a|s, z)

dads ≤ ϵ.

This optimization problem is solved in an alternate fashion, where we repeatedly fix Dt(z
′|z) to get a policy

update by solving themaximization in chapter 2 and then fix the policy πt(a|s, z) and search for the worst-case
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distribution Dt(z
′|z) by solving:

min
Dt(z′|z)

T−1∑
t=1

∑
z

∫
s

∫
a
Rt(s,a)µt(s, z)πt(a|s, z)dads+

∑
z

∫
s
µT (s, z)RT (s)ds,

∑
z

∫
s

∫
a
µt−1(s, z)(z)πt−1(a|s, z)Pt−1(s

′|s,a, z)Dt−1(z
′|z)dads = µt(s

′, z′) ∀s′, ∀z′, ∀t > 1,

µ1(s, z) = p1(s, z) ∀s,∀z,∑
z′

Dt(z
′|z) = 1 ∀t < T, ∀z,

T−1∑
t=1

∑
z

∑
z′

Dt(z
′|z) log Dt(z

′|z)
Pt(z′|z)

≤ δ.

As the maximization is solved in chapter 2, we focus on the minimization. The primal problem is formulated
by using the method of Lagrangian multipliers:

L(µt, Dt, βt, Vt, α) =

T−1∑
t=1

∑
z

∫
s

∫
a
Rt(s,a)µt(s, z)πt(a|s, z)dads+

∑
z

∫
s
µT (s.z)RT (s)ds

+
T−1∑
t=1

∑
z′

∫
s′
Vt+1(s

′, z′)
∑
z

∫
s

∫
a
µt(s, z)πt(a|s, z)Pt(s′|s,a, z)Dt(z

′|z)dadsds′,

−
T−1∑
t=1

∑
z′

∫
s′
Vt(s

′, z′)µt(s
′, z′)ds′

+

∫
s

∑
z

V1(s, z)p1(s, z)ds−
∫
s

∑
z

VT (s, z)µT (s, z)ds

+

T−1∑
t=1

∑
z

βt(z)

(∑
z′

Dt(z
′|z)− 1

)

+ α

(
T−1∑
t=1

∑
z

∑
z′

Dt(z
′|z) log Dt(z

′|z)
Pt(z′|z)

− δ

)
.

Solving

∂L

∂βt
= 0,

∂L

∂Dt
= 0,

gives an expression for the worst-case Markov chain:

Dt(z
′|z) ∝ Pt(z

′|z) exp
[
−1
α

(∫
s
µt(s, z)Qt(s, z, z

′)ds

)]
,

where

Qt(s, z, z
′) =

∫
s′
Vt+1(s

′, z′)

∫
a
πt(a|s, z)Pt(s′|s,a, z)dads′.
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By plugging in the solution of the primal problem, the dual problem is obtained:

L(µt, Vt, α) =
T−1∑
t=1

∑
z

∫
s

∫
a
Rt(s,a)µt(s, z)πt(a|s, z)dads−

T∑
t=1

∑
z

∫
s
Vt(s, z)µt(s, z)ds

+

∫
s

∑
z

V1(s, z)p1(s, z)ds+
∑
z

∫
s
µT (s, z)RT (s)ds

+

T−1∑
t=1

∑
z

−α(δ + log
∑
z′

Pt(z
′|z) exp

(
−1
α

[∫
s
µt(s, z))Qt(s, z, z

′)ds

])
.

Using the principle of duality [28], the original problem is solved by maximizing the dual problem. Therefore
we calculate the partial derivatives:

∂L

∂µt
=

 RT (s,a)− VT (s, z) , t = T∫
aRt(s,a)πt(a|s, z)da− Vt(s, z) +

∑
z′ Dt(z

′|z)Qt(s, z, z
′) , t < T

(4.1)

∂L

∂Vt
=

 −µ1(s, z) + p1(s, z) , t = 1

−µt(s, z) +
∑

ẑDt−1(z|ẑ)
∫
ŝ

∫
â µt−1(ŝ, ẑ)πt−1(s|ŝ, â, ẑ)Pt−1(s|ŝ, â, ẑ)dâdŝ , t > 1

(4.2)

∂L

∂α
=

T−1∑
t=1

∑
z

(∑
z′

Dt(z
′|z) log

(
Dt(z

′|z)
Pt(z′|z)

)
− δ

)
. (4.3)

Setting the partial derivatives (4.1) and (4.2) to zero leads to a forward pass for the state µt(s, z) and a
backward pass for the Lagrangian multiplier Vt(s, z) as optimality conditions:

µt(s, z) =

 p1(s, z) , t = 1∑
ẑDt−1(z|ẑ)

∫
ŝ

∫
â µt−1(ŝ, ẑ)πt−1(s|ŝ, â, ẑ)Pt−1(s|ŝ, â, ẑ)dâdŝ , t > 1

(4.4)

Vt(s, z) =

 RT (s,a) , t = T∫
aRt(s,a)πt(a|s, z)da+

∑
z′ Dt(z

′|z)Qt(s, z, z
′) , t < T

. (4.5)

Plugging the optimality conditions back in the Lagrangian the dual simplifies to:

L(µt, Vt, βt, α,Dt) =

∫
s

∑
z

V1(s, z)p1(s, z)ds+ α

(
T−1∑
t=1

∑
z

∑
z′

Dt(z
′|z) log

(
Dt(z

′|z)
Pt(z′|z)

)
− δ

)
. (4.6)

Using (4.3) we can maximize (4.6) with gradient methods until convergence. The full derivation of the
optimization problem is shown in appendix D.1.

We can again interpret the Lagrangian multiplier Vt(s, z) as state value function. Qt(s, z, z
′) represents the

state action value function, where the "action" is the discrete state in the next time step z′. Instead of a policy
choosing an action given the state, we find the Markov chain Dt(z

′|z), that chooses the next discrete state
given the current state. This describes the adversary choosing the worst-case discrete state to minimize the
reward.
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4.2. Implementation

4.2.1. Worst-Case Distribution

Using the LQG assumptions, we get closed-form solutions for the forward pass and the backward pass. For the
full derivation, see appendix D.2. In contrast to the minimization in chapter 2, there is an issue concerning
the backward pass and the forward pass of the solution. In order to calculate Dt(z

′|z), the state distribution
is needed in the backward pass. However, to calculate the state distribution in the forward pass, the Markov
chain Dt(z

′|z) is needed. To tackle this circular dependence we use a barycentric interpolation scheme as
proposed in [30] .

Therefore, we start by calculating the state distribution given the Markov chain Pt(z
′|z). Using this state

distribution we then do the backward pass to get the new Markov chain Dt(z
′|z). Then we interpolate and

repeat the procedure with the new Markov chain. When converging, that means using a Markov chain in
the forward pass, that leads to the same one as a result of the backward pass, the optimality conditions (4.4)
and (4.5) are guaranteed. Note that the same procedure can be done with an interpolation of the state
distribution instead of the Markov chain.

For the interpolation between two Markov chains the following optimization problem is solved:

min
Ht(z′|z)

λ

T−1∑
t=1

∑
z

∑
z′

Ht(z
′|z) log

(
Ht(z

′|z)
Dt(z′|z)

)
+ (1− λ)

T−1∑
t=1

∑
z

∑
z′

Ht(z
′|z) log

(
Ht(z

′|z)
Pt(z′|z)

)
s.t.
∑
z′

Ht(z
′|z) = 1, ∀z, t < T,

which leads to the interpolated Markov chain

Ht(z
′|z) = Dt(z

′|z)λPt(z
′|z)1−λ∑

z′ Dt(z′|z)λPt(z′|z)1−λ
. (4.7)

See appendix E for the derivation of the solution to the optimization problem.

Using the barycentric interpolation scheme, the forward pass and the backward pass are repeatedly solved
to get the Markov chain update. With this new distribution the gradient (4.3) can be calculated and α can
be a updated with a bisection method. Algorithm 3 shows the pseudocode for the optimization.

4.2.2. Minimax Optimization

We now use Algorithm 1 and 3 in an alternate fashion to solve the minimax optimization problem. It is
important to limit the KL-bound of the policy step. Too high policy updates can cause oscillations and will
prevent the algorithm from converging. Algorithm 4 provides the pseudocode for the opimization problem.
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input :T ; /* time horizon */
Pt(s′|s,a, z) ; /* linear dynamics */
Pt(z

′|z) ; /* nominal Markov chain */
µ1(s, z); /* initial state distribution */
πt(a|s, z); /* policy */
Rt(s, z); /* reward function */
δ, λ; /* KL bound and interpolation parameter */

output :Dt(z
′|z); /* worst-case distribution */

initialize :α

while L(µt, Vt, α, Pt, Dt) not at maximum do

Ht(z
′|z)← Pt(z

′|z);

while KL(D||H) <threshold do
/* compute the state distribution using equation (4.2) */
µt(s)← r_forward_pass(µ1(s, z),Pt(s′|s,a, z),Ht(z

′|z), πt(a|s, z));

/* compute value function and Markov chain using equation (4.1) */
[Vt(s, z), Dt(z

′|z)]← r_backward_pass(Pt(s′|s,a, z), Pt(z
′|z), µt(s), πt(a|s, z), Rt(s,a), α);

/* compute the interpolated distribution using equation (4.7) */
Ht(z

′|z)← barycentric(Ht(z
′|z), Pt(z

′|z), λ);

/* update dual value with equation (4.6) */
L(µt, Vt, α,Dt, Pt)← r_update_dual(µ1(s, z), V1(s, z), α, δ,Dt, Pt);

/* compute dual gradient with respect to α using equation (4.3) */
∂L

∂α
← r_dual_alpha_gradient(µt(s), πt(a|s, z), qt(a|s, z), δ);

/* bisection method to find optimal α */

α← bisection(L(µt, Vt, α,Dt, Pt),
∂L

∂α
);

Algorithm 3: Pseudocode for finding the worst-case distribution given a policy
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input :T ; /* time horizon */
Pt(s′|s,a, z) ; /* linear dynamics */
Pt(z

′|z) ; /* nominal Markov chain */
µ1(s, z); /* initial state distribution */
qt(a|s, z); /* initial policy */
Rt(s, z); /* reward function */
δ, ϵ, λ; /* KL bounds and interpolation parameter */

output :πt(a|s, z); /* optimal robust policy */
Dt(z

′|z); /* worst-case distribution */
while not converged do

initialize :α
while L(µt, Vt, α, Pt, Dt) not at maximum do

Ht(z
′|z)← Pt(z

′|z);

while KL(D||H) <threshold do
/* compute the state distribution using equation (4.2) */
µt(s)← r_forward_pass(µ1(s, z),Pt(s′|s,a, z),Ht(z

′|z), qt(a|s, z));

/* compute value function and Markov chain using equation (4.1) */
[Vt(s, z), Dt(z

′|z)]← r_backward_pass(Pt(s′|s,a, z), Pt(z
′|z), µt(s), qt(a|s, z), Rt(s,a), α);

/* compute the interpolated distribution using equation (4.7) */
Ht(z

′|z)← barycentric(Ht(z
′|z), Pt(z

′|z), λ);

/* update dual value using equation (4.6) */
L(µt, Vt, α,Dt, Pt)← r_update_dual(µ1(s, z), V1(s, z), α, δ,Dt, Pt);

/* compute dual gradient w.r.t. α using equation (4.3) */
∂L

∂α
← r_dual_alpha_gradient(Dt(z

′|z), Pt(z
′|z), δ);

/* bisection method to find optimal α */

α← bisection(L(µt, Vt, α,Dt, Pt),
∂L

∂α
);

initialize :α
while L(µt, Vt, α) not at minimum do

/* compute value function and policy using equation (2.11) */
[Vt(s, z), πt(a|s, z)]← backward_pass(Pt(s′|s,a, z), Dt(z

′|z), qt(a|s, z), Rt(s,a), α);

/* compute the state distribution using equation (2.12) */
µt(s)← forward_pass(µ1(s, z),Pt(s′|s,a, z), Dt(z

′|z), πt(a|s, z));

/* update dual value with equation (2.13) */
L(µt, Vt, α)← update_dual(µ1(s, z), V1(s, z), α, ϵ);

/* compute dual gradient w.r.t. α using equation (2.10) */
∂L

∂α
← dual_alpha_gradient(µt(s), πt(a|s, z), qt(a|s, z), ϵ);

/* bisection method to find optimal α */

α← bisection(L(µt, Vt, α),
∂L

∂α
);

qt(a|s, z)← πt(a|s, z);

Algorithm 4: Pseudocode for the minimax optimization
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4.3. Evaluation

In the following we want to evaluate our solutions on a random MJLS with two discrete states and two
continuous states. Therefore, we calculate the optimal policy of the nominal distribution Pt(z

′|z) and the
robust policy that is optimal on the worst-case distributionDt(z

′|z) with δ = 3. First, we compare the policies
on the nominal distribution. The optimal control leads to an expected cost of 381.43, while the robust control
leads to an expected cost of 404.07. Figure 4.1 compares the trajectories of the different policies applied to
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Figure 4.1.: Trajectories of the optimal policy and the robust policy evaluated on the nominal behavior. The
robust policy brings the state faster to the origin, but due the higher cost in time step 1, it has
higher total cost than the optimal policy

the system with nominal behavior. For both policies the typical behavior of controlled MJLS can be seen. In
the beginning uncertainty rises, due to the different dynamic models for each discrete state, but after some
time steps the controller reduces the uncertainty, when bringing the state to the origin. The robust policy
reaches the target a little faster, but due to the higher cost time step one, it performs worse. In general, the
trajectories are very similar. The biggest difference lies in the input of the first time steps.
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Second, we compare the policies on the worst-case distribution. The optimal control leads to an expected
cost of 506.37, while the robust control leads to an expected cost of 442.92. Figure 4.2 shows the trajectories
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Figure 4.2.: Trajectories of the optimal policy and the robust policy evaluated on the worst-case distribution.
The robust policy again has a higher cost in time step 1, but as it brings the state much faster
to the origin, it has a better performance than the optimal policy.

of the system with worst-case behavior with the same initial conditions. The state distribution at time step 1
is the same as with the nominal behavior, because the worst-case behavior only influences the discrete state
in the first state update. Therefore, the robust trajectory has again a higher cost in the first time step. In
the following time steps, the robust trajectory moves very fast to the origin, while the optimal controller
converges slowly. The figure shows, that the robust controller is better suited for the worst-case behavior.

Figure 4.3 shows the KL between the nominal Markov chain Pt(z
′|u) and Dt(z

′|u) over time. As the KL
constraint is over the total horizon, the adversary can freely choose how to allocate the KL over the time steps.
The plot shows a typical allocation of the KL, where the change is highest in the beginning and decreases over
time. An early change in the dynamics will have the biggest impact on the state distribution over time. If we
would only have a terminal cost, the allocation would probably be higher in the later steps of the trajectory.
In the last time step the KL is zero, as the last Markov chain does not affect the final continuous state.
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Figure 4.3.: Allocation of the KL over the time steps. Most of the KL is allocated in the early time steps, as
a change of the dynamics in the beginning has the highest influence on the total cost.

The comparison between robust and optimal control seems unfair, as the robust control was optimized on
the worst-case behavior. Therefore, we compare both control laws on a set of different parameters. For
that we use again the barycentric interpolation scheme (4.7) to inter- and extrapolate between the Markov
chains. Figure 4.4 visualizes the expected cost of the controllers on the different distributions. The cost of
both controllers rises, when the KL grows. The optimal control starts with a lower cost when very close to the
nominal distribution, but the robust control is much less affected by the changes in the dynamics and therefore
surpasses the performance of the optimal control very early on. Even for high KL the robust control still leads
to a good performance. The figure also shows that the expected cost converges for both controllers, when
the KL increases. This behavior comes from the fact that there is a limit, how much the discrete distributions
can change. This effect is similar to the one that occurs when robustifying the mixture weights as described
in the previous chapter. At this limit the distributionally robust optimization changes basically to a robust
optimization, as the ambiguity set contains the worst-case distribution.

Finally, we evaluate the distributionally robust control on a variety of systems. Therefore we compare the
optimal and the robust policy on 70 randomly generated MJLS. Figure 4.5 shows the relative difference of the
reward by the robust policy over the optimal policy. For all systems, the robust controller performs better on
the system with worst-case distribution, while the opposite is true on the nominal distribution as they were
optimized for each scenario. The plots visualize, that for most systems the difference between the two policies
is insignificant, while for some systems the difference is large compared to the others. As the KL between the
nominal distribution and the worst-case distribution was the same for all systems, these big differences come
from the system dynamics.
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Figure 4.4.: Comparison of robust policy and optimal policy on distributions with different KL to the nominal
distribution. For small KL the optimal policy performs better, but the robust policy outperforms
the optimal policy very early on and is less affected by an increasing KL.
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Figure 4.5.: Relative increase in expected trajectory reward by robust over nominal policy evaluated on the
nominal distribution and the worst-case distribution for 70 random MJLS. The optimal policy
always outperforms the robust policy on the nominal distribution, while the robust policy yields
a better performance on the worst-case distribution. For most systems the difference is very
small.
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5. Conclusion

In this work, we extended the GPS framework to MJLS. Therefore, we formulated an iterative optimization
problem that can be used to find the optimal control to a model learned from data. We presented the closed-
form solutions and the pseudocode for the resulting algorithm. However, the closed-form solutions come
with an exponential growth in the forward pass, which is typical for stochastic hybrid systems.

To tackle this in a robust, way we presented a method that combines the redistribution of the mixture weights
with merging techniques. The solution to this method is a robust forward pass that yields a robust prediction
about the state distribution. We discussed the effect of using this robust forward pass instead of the traditional
forward pass in the GPS routine and saw that it does not lead to a policy that adapts to the changes. To get
a robust policy, the optimization problem of the GPS needs to be reformulated to include the change of the
forward pass in the constraints.

Instead, we followed a different approach using the similarity between the change in the forward pass and
the change in the Markov chain Pt(z

′|z) that describes the dynamics of the discrete state. We formulated
a distributionally robust optimization problem that leads to a robust controller with respect to changes in
the discrete state. Finally, we evaluated the robust policy on random MJLS and saw that it outperforms the
optimal policy of the nominal behavior not only for worst-case distributions, but also when there are only
small changes to the nominal dynamics.

The work presented here serves as a starting point for working on solutions for more sophisticated stochastic
hybrid models. Future work could be to use the presented methods on nonlinear jumping models. Therefore
linearized models along the trajectory are needed to solve the problems for optimal and robust control iter-
atively. The major challenge in this approach is to find linear models that describe the dynamics locally well
enough, when having multiple assumptions about the state.

Besides that, the problem of reformulating the GPS optimization problem with the robust forward pass as con-
straint needs to be researched. The resulting robust policy could be used to further investigate the similarities
to the here proposed distributionally robust controller.
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A. Derivation of GPS for MJLS

A.1. Optimization Problem

argmax
πt(a|s,z)

T−1∑
t=1

∑
z

∫
s

∫
a
Rt(s,a)µt(s, z)πt(a|s, z)dads+

∑
z

∫
s
µT (s, z)RT (s)ds

s.t
∫
a
πt(a|s, z)da = 1 ∀s,∀z,∀t < T∑

z

∫
s

∫
a
µt−1(s, z)πt−1(a|s, z)Pt−1(s

′|s,a, z)P (z′|z)dads = µt(s
′, z′) ∀s′,∀z′, ∀t > 1

µ1(s, z) = p1(s, z) ∀s, ∀z
T−1∑
t=1

∑
z

∫
s
µt(s, z)

∫
a
πt(a|s, z) log

πt(a|s, z)
qt(a|s, z)

dads ≤ ϵ

Primal Problem

L(πt, µt, Vt, λt, α) =
T−1∑
t=1

∑
z

∫
s

∫
a
Rt(s,a)µt(s, z)πt(a|s, z)dads+

∑
z

∫
s
µT (s, z)RT (s)ds

+
T−1∑
t=1

∑
z

∫
s
λt(s, z)ds−

T−1∑
t=1

∑
z

∫
s
λt(s, z)

(∫
a
πt(a|s, z)da

)
ds

+
∑
z

∫
s
V1(s, z) (p1(s, z)) ds−

∑
z

∫
s
VT (s, z) (µT (s, z)) ds

+
T−1∑
t=1

∑
z′

∫
s′
Vt+1(s

′, z′)

(∑
z

[∫
s

∫
a
µt(s, z)πt(a|s, z)Pt(s′|s,a, z)Pt(z

′|z)dads
])

−
T−1∑
t=1

∑
z′

∫
s′
Vt(s

′, z′)µt(s
′, z′)ds′

+ α

(
ϵ−

T−1∑
t=1

∑
z

∫
s
µt(s, z)

∫
a
πt(a|s, z) log

πt(a|s, z)
qt(a|s, z)

dads

)
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∂L

∂πt
=Rt(s,a)µt(s, z)− λt(s, z) +

∑
z′

∫
s′
µt(s, z)Vt+1(s

′, z′)Pt(s′|s,a, z)Pt(z
′|z)ds′

− αµt(s, z) log
πt(a|s, z)
qt(a|s, z)

− αµt(s, z)

πt(a|s, z) = qt(a|s, z) exp

[
1

α

(
Rt(s,a)−

λt(s, z)

µt(s, z)
+
∑
z′

∫
s′
Vt+1(s

′, z′)Pt(s′|s,a, z)Pt(z
′|z)ds′ − α

)]

Dual
Inserting policy back in Lagrangian.

L(πt, µt, Vt, λt, α) =
∑
z

∫
s
µT (s, z)RT (s)ds

+
T−1∑
t=1

∑
z

∫
s
λt(s, z)ds

+
∑
z

∫
s
V1(s, z) (p1(s, z)) ds−

∑
z

∫
s
VT (s, z) (µT (s, z)) ds

−
T−1∑
t=1

∑
z′

∫
s′
Vt(s

′, z′)µt(s
′, z′)ds′

+ α(ϵ+
T−1∑
t=1

1)

Solve for λt

1 =

∫
a
πt(a|s, z)da

1 =

∫
a
qt(a|s, z) exp

[
1

α

(
Rt(s,a)−

λt(s, z)

µt(s, z)
+
∑
z′

∫
s′
Vt+1(s

′, z′)Pt(s′|s,a, z)Pt(z
′|z)ds′ − α

)]
da

1 =

∫
a
qt(a|s, z) exp

[
1

α

(
Rt(s,a) +

∑
z′

∫
s′
Vt+1(s

′, z′)Pt(s′|s,a, z)Pt(z
′|z)ds′

)]
exp

(
− λt(s, z)

µt(s, z)α
− 1

)
da

exp

(
λt(s, z)

µt(s, z)α
+ 1

)
=

∫
a
qt(a|s, z) exp

[
1

α

(
Rt(s,a) +

∑
z′

∫
s′
Vt+1(s

′, z′)Pt(s′|s,a, z)Pt(z
′|z)ds′

)]
da

λt(s, z) = µt(s, z)α

(
−1 + log

∫
a
qt(a|s, z) exp

[
1

α

(
Rt(s,a) +

∑
z′

∫
s′
Vt+1(s

′, z′)Pt(s′|s,a, z)Pt(z
′|z)ds′

)]
da

)

Inserting λ back in π -> normalized exponential
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πt(a|s, z) =qt(a|s, z) exp

[
1

α

(
Rt(s,a)−

λt(s, z)

µt(s, z)
+
∑
z′

∫
s′
Vt+1(s

′, z′)Pt(s′|s,a, z)Pt(z
′|z)ds′ − α

)]

=exp

[
1

α

(
Rt(s,a)− α log

∫
a
qt(a|s, z) exp

[
1

α

(
Rt(s,a) +

∑
z′

∫
s′
Vt+1(s

′, z′)Pt(s′|s,a, z)Pt(z
′|z)ds′

)]
da

+
∑
z′

∫
s′
Vt+1(s

′, z′)Pt(s′|s,a, z)Pt(z
′|z)ds′

)]
qt(a|s, z)

=qt(a|s, z) exp

[
1

α

(
Rt(s,a) +

∑
z′

∫
s′
Vt+1(s

′, z′)Pt(s′|s,a, z)Pt(z
′|z)ds′

)]

exp

[
− log

∫
a
qt(a|s, z) exp

[
1

α

(
Rt(s,a) +

∑
z′

∫
s′
Vt+1(s

′, z′)Pt(s′|s,a, z)Pt(z
′|z)ds′

)]
da

]

=qt(a|s, z)
exp

[
1
α

(
Rt(s,a) +

∑
z′
∫
s′ Vt+1(s

′, z′)Pt(s′|s,a, z)Pt(z
′|z)ds′

)]∫
a qt(a|s, z) exp

[
1
α

(
Rt(s,a) +

∑
z′
∫
s′ Vt+1(s′, z′)Pt(s′|s,a, z)Pt(z′|z)ds′

)
da
]

Inserting λ in Lagrangian

L(µt, Vt, α)

=
∑
z

∫
s
µT (s, z)RT (s)ds

+
∑
z

∫
s
V1(s, z)p1(s, z)ds−

∑
z

∫
s
VT (s, z)µT (s, z)ds

−
T−1∑
t=1

∑
z

∫
s
Vt(s, z)µt(s, z)ds

+ αϵ

+

T−1∑
t=1

∑
z

∫
s
µt(s, z)α log

∫
a
qt(a|s, z) exp

[
1

α

(
Rt(s,a) +

∑
z′

∫
s′
Vt+1(s

′, z′)Pt(s′|s,a, z)Pt(z
′|z)ds′

)]
dads

Derivatives

∂L

∂µt
=− Vt(s, z) + α log

∫
a
qt(a|s, z) exp

[
1

α

(
Rt(s,a) +

∑
z′

∫
s′
Vt+1(s

′, z′)Pt(s′|s,a, z)Pt(z
′|z)ds′

)]
da

=− Vt(s, z) + α log

∫
a
exp

[
1

α

(
α log qt(a|s, z) +Rt(s,a) +

∑
z′

∫
s′
Vt+1(s

′, z′)Pt(s′|s,a, z)Pt(z
′|z)ds′

)]
da

∂L

∂Vt
=− µt(s, z) +

∑
ẑ

∫
ŝ
µt−1(ŝ, ẑ)

∫
â

qt−1(â|ŝ, ẑ) exp
[
1
α

(
Rt−1(ŝ, â) +

∑
z

∫
s Vt(s, z)Pt−1(s|ŝ, â, ẑ)Pt−1(z|ẑ)ds

)]∫
a qt−1(â|ŝ, ẑ) exp

[
1
α

(
Rt−1(ŝ, â) +

∑
z

∫
s Vt(s, z)Pt−1(s|ŝ, â, ẑ)Pt−1(z|ẑ)ds

)]
. . .Pt−1(s|ŝ, â, ẑ)Pt−1(z|ẑ)dâdŝ

=− µt(s, z) +
∑
ẑ

∫
ŝ

∫
â
πt−1(â|ŝ, ẑ)µt−1(ŝ, ẑ)Pt−1(s|ŝ, ẑ, â)Pt−1(z|ẑ)dâdŝ
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∂L

∂α
=ϵ+

∑
z

∫
s
µt(s, z) log

∫
a
qt(a|s, z) exp

[
1

α

(
Rt(s,a) +

∑
z′

∫
s′
Vt+1(s

′, z′)Pt(s′|s,a, z)Pt(z
′|z)ds′

)]
dads

− 1

α

∑
z

∫
s

∫
a
µt(s, z)πt(a|s, z)

(
Rt(s,a) +

∑
z′

∫
s′
Vt+1(s

′, z′)Pt(s′|s,a, z)Pt(z
′|z)ds′

)
dads

=ϵ−
∑
z

∫
s
µt(s, z)

∫
a
πt(a|s, z) log

πt(a|s, z)
qt(a|s, z)

dads

Optimality Conditions

Vt(s, z) =

 RT (s) t = T

α log
∫
a exp

[
1
α

(
α log qt(a|s, z) +Rt(s,a) +

∑
z′
∫
s′ Vt+1(s

′, z′)Pt(s′, z′|s,a, z)ds′
)]

da t < T

µt(s, z) =

 p1(s, z) t = 1∑
ẑ

∫
ŝ

∫
â πt−1(â|ŝ, ẑ)µt−1(ŝ, ẑ)Pt−1(s|ŝ, ẑ, â)Pt−1(z|ẑ)dâdŝ t > 1

final dual formulation

L(µt, Vt, α) = +
∑
z

∫
s
V1(s, z)p1(s, z)ds+ αϵ

A.2. LQG Assumptions

P(s′|s,a, z) =N (s′|Azs+ bza+ cz,Σz
s′)

qt(a|s, z) =N (a|Kq,z
t s+ kq,z

t ,Σq,z
a,t )

Rt(s,a) =(g − s)TMt(g − s) + aTHta

Vt(s, z) = sTVz
t s+ sTvz

t + vzt

µt(s, z) =
∑
i

wt,i(z)N (s|τt,i,Σt,i)

Compute augmented reward

rt(s,a, z) =Rt(s,a) + α log qt(a|s, z)

=(g − s)TMt(g − s) + aTHta− α log
√∣∣2πΣq,z

a,t

∣∣− α

2
(a−Kq,z

t s− kq,z
t )T (Σq,z

a )−1(a−Kq,z
t s− kq,z

t )

=sTRz
ss,ts+ aTRz

aa,ta+ aTRzT
sa,ts+ sTRz

sa,ta+ sT rzs,t + aT rza,t + rz0,t

39



Where

Rz
ss,t =Mt −

α

2
(Kq,z

t )T (Σq,z
a,z)

−1Kq,z
t

Rz
aa,t =Ht −

α

2
(Σq,z

a,t )
−1

Rz
sa,t =

α

2
(Kq,z

t )T (Σq,z
a,t )

−1

rzs,t =− α(Kq,z
t )T (Σq,z

a,t )
−1kq,z

t − 2Mtg

rza,t =α(Σq,z
a,t )

−1kq,z
t

rz0,t =gTMtg − α log
√∣∣2πΣq,z

a,t

∣∣− α

2
(kq,z

t )T (Σq,z
a,t )

−1kq,z
t

Compute Q-Function

Qt(s,a, z) =rt(s,a, z) + EP
[
Vt+1(s

′, z′)
]

=sTRz
ss,ts+ aTRz

aa,ta+ aTRzT
sa,ts+ sTRz

sa,ta+ sT rzs,t + aT rza,t + rz0,t

+
∑
z′

P (z′|z)
(
(Az

t s+ bz
ta+ czt )

TVz′
t+1(A

z
t s+ bz

ta+ czt )

+ Tr(Vz′
t+1Σ

z
s′,t) + (vz′

t+1)
T (Az

t s+ bz
ta+ czt ) + vz

′
t+1

)
=sTQz

ss,ts+ aTQz
aa,ta+ aTQzT

sa,ts+ sTQz
sa,ta+ sTQz

s,t + aTQz
a,t +Qz

0,t

where

Qz
ss,t =Rz

ss,t +
∑
z′

P (z′|z)
(
AzTVz′

t+1A
z
)

Qz
aa,t =Rz

aa,t +
∑
z′

P (z′|z)
(
bzTVz′

t+1b
z
)

Qz
sa,t =Rz

sa,t +
∑
z′

P (z′|z)
(
AzTVz′

t+1b
z
)

Qz
s,t =rzs,t +

∑
z′

P (z′|z)
(
2AzTVz′

t+1c
z +AzTvz′

t+1

)
Qz

a,t =rza,t +
∑
z′

P (z′|z)
(
2bzTVz′

t+1c
z + bzTvz′

t+1

)
Qz

0,t =rz0,t +
∑
z′

P (z′|z)
(
vz

′
t+1 +Tr(Vz′

t+1Σ
z
s′) + vz′

t+1c
z + czTVz′

t+1c
z
)

x =

s

a

 Wz
t =

−2Qz
ss,t −2Qz

sa,t

−2QzT
sa,t −2Qz

aa,t

 wz
t =

Qz
s,t

Qz
a,t

 wz
t = Qz

0,t

Qt(s,a, z) =−
1

2
xTWz

tx+ xTwz
t + wz

t
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exp

[
Qt(s, z,a)

α

]
=exp

[
1

α

(
−1

2
xTWz

tx+ xTwz
t + wz

t

)]
=N

[
x|w

z
t

α
,
Wz

t

α

] √
|2πα(Wz

t )
−1|

exp
[
1
α

(
−1

2w
z
t (W

z
t )

−1wz
t − wz

t

)]
Policy

πt(a|s, z)

=qt(a|s, z)
exp

[
1
α

(
Rt(s,a) +

∑
z′
∫
s′ Vt+1(s

′, z′)Pt(s′|s,a, z)Pt(z
′|z)ds′

)]∫
a qt(a|s, z) exp

[
1
α

(
Rt(s,a) +

∑
z′
∫
s′ Vt+1(s′, z′)Pt(s′|s,a, z)Pt(z′|z)ds′

)
da
]

=
exp

[
1
αQt(s,a, z)

]∫
a exp

[
1
αQt(s,a, z

]
da

=
N
[
x|w

z
t

α ,
Wz

t
α

] √
|2πα(Wz

t )
−1|

exp[ 1α(−
1
2
wz

t (W
z
t )

−1wz
t−wz

t )]∫
aN

[
x|w

z
t

α ,
Wz

t
α

] √
|2πα(Wz

t )
−1|

exp[ 1α(−
1
2
wz

t (W
z
t )

−1wz
t−wz

t )]
da

=
N
[
s| 1α(Q

z
s,t −Qz

sa,t(Q
z
aa,t)

−1Qz
a,t),−2Qz

ss,t + 2Qz
sa,t(Q

z
aa,t)

−1Qz,T
sa,t

]
N
[
a| 1α(Q

z
a,t + 2Qz,T

sa,ts),
−2Qz

aa,t

α

]
∫
aN

[
s| 1α(Q

z
s,t −Qz

sa,t(Q
z
aa,t)

−1Qz
a,t),−2Qz

ss,t + 2Qz
sa,t(Q

z
aa,t)

−1Qz,T
sa,t

]
N
[
a| 1α(Q

z
a,t + 2Qz,T

sa,ts),
−2Qz

aa,t

α

]
da

=N (a| − 1

2
(Qz

aa,t)
−1Qz

a,t − (Qz
aa,t)

−1QzT
sa,ts,−

α

2
(Qz

aa,t)
−1)

=N (a|kπ,z
t +Kπ,z

t s,Σπ,z
a,t )
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Compute V-Function

Vt(s, z)

=α log

∫
a
exp

[
1

α
Qt(s, z,a)

]
da

=α log

∫
a
N
[
x|w

z
t

α
,
Wz

t

α

] √
|2πα(Wz

t )
−1|

exp
[
1
α

(
−1

2w
z
t (W

z
t )

−1wz
t − wz

t

)]da
=α log

[ √
|2πα(Wz

t )
−1|

exp
[
1
α

(
−1

2w
z
t (W

z
t )

−1wz
t − wz

t

)]∫
a
N
[
s| 1
α
(Qz

s,t −Qz
sa,t(Q

z
aa,t)

−1Qz
a,t),−2Qz

ss,t + 2Qz
sa,t(Q

z
aa,t)

−1Qz,T
sa,t

]
N
[
a| 1
α
(Qz

a,t + 2Qz,T
sa,ts),

−2Qz
aa,t

α

]
da

]
=α log

[ √
|2πα(Wz

t )
−1|

exp
[
1
α

(
−1

2w
z
t (W

z
t )

−1wz
t − wz

t

)]N [s| 1
α
(Qz

s,t −Qz
sa,t(Q

z
aa,t)

−1Qz
a,t),−2Qz

ss,t + 2Qz
sa,t(Q

z
aa,t)

−1Qz,T
sa,t

]]

=α log

[ √
|2πα(Wz

t )
−1|

exp
[
1
α

(
−1

2w
z
t (W

z
t )

−1wz
t − wz

t

)]
N
(
s|
(
−2Qz

ss,t + 2Qz
sa,t(Q

z
aa,t)

−1Qz,T
sa,t

)−1
(Qz

s,t −Qz
sa,t(Q

z
aa,t)

−1Qz
a,t), α

(
−2Qz

ss,t + 2Qz
sa,t(Q

z
aa,t)

−1Qz,T
sa,t

)−1
)]

=α log

[ √
|2πα(Wz

t )
−1|

exp
[
1
α

(
−1

2w
z
t (W

z
t )

−1wz
t − wz

t

)]]

− α log

√∣∣∣2πα (−2Qz
ss,t + 2Qz

sa,t(Q
z
aa,t)

−1Qz
sa,t

)−1
∣∣∣

− sT (−Qz
ss,t +Qz

sa,t(Q
z
aa,t)

−1Qz
sa,t)s+ sT (Qz

s,t −Qz
sa,t(Q

z
aa,t)

−1Qz
a,t)

− 1

2
(Qz

s,t −Qz
sa,t(Q

z
aa,t)

−1Qz
a,t)

T (−2Qz
ss,t + 2Qz

sa,t(Q
z
aa,t)

−1Qz
sa,t)

−1(Qz
s,t −Qz

sa,t(Q
z
aa,t)

−1Qz
a,t)

=sTVz
t s+ sTvz

t + vzt

where

Vz
t =(Qz

ss,t −Qz
sa,t(Q

z
aa,t)

−1QzT
sa,t)

vz
t =(Qz

s,t −Qz
sa,t(Q

z
aa,t)

−1Qz
a,t)
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vzt =α log

[ √
|2πα(Wz

t )
−1|

exp
[
1
α

(
−1

2w
z
t (W

z
t )

−1wz
t − wz

t

)]]− α log

√∣∣∣2πα (−2Qz
ss,t + 2Qz

sa,t(Q
z
aa,t)

−1Qz
sa,t

)−1
∣∣∣

− 1

2
(Qz

s,t −Qz
sa,t(Q

z
aa,t)

−1Qz
a,t)

T (−2Qz
ss,t + 2Qz

sa,t(Q
z
aa,t)

−1Qz
sa,t)

−1(Qz
s,t −Qz

sa,t(Q
z
aa,t)

−1Qz
a,t)

=− α log


√∣∣∣2πα (−2Qz

ss,t + 2Qz
sa,t(Q

z
aa,t)

−1Qz
sa,t

)−1
∣∣∣√

|2πα(Wz
t )

−1|


+

1

4
vz,T
t (Vz

t )
−1vz

t +
1

2
wz,T

t (Wz
t )

−1wz
t + wz

t

=− α

2
log


∣∣∣(−2Vz

t )
−1
∣∣∣

|(Wz
t )

−1|

+
1

4
vz,T
t (Vz

t )
−1vz

t +
1

2
wz,T

t (Wz
t )

−1wz
t + wz

t +
αNa

2
log(2πα)

=− α

2
log


∣∣∣(−2Vz

t )
−1
∣∣∣

|(Wz
t )

−1|

+
1

4
vz,T
t (Vz

t )
−1vz

t + wz
t +

αNa

2
log(2πα)

+
1

2

Qz
s,t

Qz
a,t

T −2Qz
ss,t −2Qz

sa,t

−2QzT
sa,t −2Qz

aa,t

−1Qz
s,t

Qz
a,t


=− α

2
log


∣∣∣(−2Vz

t )
−1
∣∣∣

|(Wz
t )

−1|

+
1

4
vz,T
t (Vz

t )
−1vz

t + wz
t +

αNa

2
log(2πα)

+
1

2

Qz
s,t

Qz
a,t

T  −1
2(V

z
ss,t)

−1 1
2(V

z
ss,t)

−1Qz
sa,t(Q

z
aa,t)

−1

1
2(Q

z,T
aa,t)

−1Qz
sa,t(V

z
ss,t)

−1 −1
2(Q

z
aa,t)

−1 − 1
2(Q

z
aa,t)

−1Qz,t
sa,t(V

z
ss,t)

−1Qz
sa,t(Q

z
aa,t)

−1

Qz
s,t

Qz
a,t


=− α

2
log


∣∣∣(−2Vz

t )
−1
∣∣∣

|(Wz
t )

−1|

+
1

4
vz,T
t (Vz

t )
−1vz

t + wz
t +

αNa

2
log(2πα)

− 1

4
Qz,T

s,t (V
z
t )

−1Qz
s,t +

1

4
Qz,T

s,t (V
z
t )

−1Qz
sa,t(Q

z
aa,t)

−1Qz
a,t

+
1

4
Qz,T

a,t (Q
z,T
aa,t)

−1Qz
sa,t(V

z
t )

−1Qz
s,t −

1

4
Qz,T

a,t ((Q
z
aa,t)

−1 + (Qz
aa,t)

−1Qz,t
sa,t(V

z
t )

−1Qz
sa,t(Q

z
aa,t)

−1)Qz
a,t

=− α

2
log


∣∣∣(−2Vz

t )
−1
∣∣∣

|(Wz
t )

−1|

+
1

4
vz,T
t (Vz

t )
−1vz

t + wz
t +

αNa

2
log(2πα)

− 1

4
Qz

a,t(Q
z
aa,t)

−1Qz
a,t −

1

4
vz,T
t (Vz

t )
−1Qz

s,t +
1

4
(vz,T

t (Vz
t )

−1Qz
sa,t(Q

z
aa,t)

−1)Qz
a,t

=− α

2
log


∣∣∣(−2Vz

t )
−1
∣∣∣

|(Wz
t )

−1|

+
1

4
vz,T
t (Vz

t )
−1vz

t + wz
t +

αNa

2
log(2πα)− 1

4
Qz

a,t(Q
z
aa,t)

−1Qz
a,t −

1

4
vz,T
t (Vz

t )
−1vz,T

t

=− α

2
log


∣∣∣(−2Vz

t )
−1
∣∣∣

|(Wz
t )

−1|

+ wz
t +

αNa

2
log(2πα)− 1

4
Qz

a,t(Q
z
aa,t)

−1Qz
a,t
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alpha update ∑
z

∫
s
µt(s, z)DKL(πt(a|s, z)||qt(a|s, z))ds

=
∑
z

∫
s
µt(s, z)

∫
a
πt(a|s, z) log

πt(a|s, z)
qt(a|s, z)

dads

=
∑
z

∫
s

∑
i

wt,i(z)N (s|τt,i,Σt,i)

∫
a
πt(a|s, z) log

πt(a|s, z)
qt(a|s, z)

dads

=
∑
z

∫
s

∑
i

wt,i(z)N (s|τt,i,Σt,i)

(
1

2
log

∣∣Σq,z
a,t

∣∣∣∣Σπ,z
a,t

∣∣ + 1

2
Tr
(
(Σq,z

a,t )
−1Σπ,z

a,t

)
− 1

2
Na

+
1

2
((Kq,z

t −Kπ,z
t )s+ (kq,z

t − kπ,z
t ))T (Σq,z

a,t )
−1((Kq,z

t −Kπ,z
t )s+ (kq,z

t − kπ,z
t ))

)
ds

=
∑
z

wt,i(z)

(
1

2
log

∣∣Σq,z
a,t

∣∣∣∣Σπ,z
a,t

∣∣ + 1

2
Tr
(
(Σq,z

a,t )
−1Σπ,z

a,t

)
−1

2
Na +

1

2
Tr
(
(Kq,z

t −Kπ,z
t )T (Σq,z

a,t )
−1(Kq,z

t −Kπ,z
t )Σt,i

)
+
1

2
(τt,i)

T (Kq,z
t −Kπ,z

t )T (Σq,z
a,t )

−1(Kq,z
t −Kπ,z

t )(τt,i)

−(τt,i)T (Kq,z
t −Kπ,z

t )T (Σq,z
a,t )

−1(−kq,z
t + kπ,z

t )

+
1

2
(−kq,z

t + kπ,z
t )T (Σq,z

a,t )
−1(−kq,z

t −+kπ,z
t )

)

state update

µt(s, z)

=
∑
ẑ

∫
ŝ
µt−1(ŝ, ẑ)

∫
â
πt−1(a|ŝ, ẑ)Pt−1(s|ŝ, â, ẑ)Pt−1(z|ẑ)dâdŝ

=
∑
ẑ

Pt−1(z|ẑ)
∫
ŝ
µt−1(ŝ, ẑ)

∫
â
N (s|Aẑ

t−1ŝ+ bẑ
t−1â+ cẑt+1,Σ

ẑ
s′,t−1)N (ât−1|kπ,ẑ

t−1 +Kπ,ẑ
t−1s,Σ

π,ẑ
a,t−1)dâdŝ

=
∑
ẑ

Pt−1(z|ẑ)
∫
ŝ
µt−1(s, ẑˆ )N (s|Aẑ

t−1ŝ+ bẑ
t−1(k

π,ẑ
t−1 +Kπ,ẑ

t−1s) + cẑt+1,Σ
ẑ
s′,t−1 + bẑ

t−1Σ
π,ẑ
a,t−1b

ẑ,T
t−1)dŝ

=
∑
ẑ

Pt−1(z|ẑ)
∑
i

wt−1,i(ẑ)

∫
ŝ
N (ŝ|τt−1,i,Σt−1,i)

N (s|Aẑ
t−1ŝ+ bẑ

t−1(k
π,ẑ
t−1 +Kπ,ẑ

t−1s) + cẑt+1,Σ
ẑ
s′,t−1 + bẑ

t−1Σ
π,ẑ
a,t−1b

ẑ
t−1

T )dŝ

=
∑
ẑ

Pt−1(z|ẑ)
∑
i

wt−1,i(ẑ)N
(
s|cẑt−1 + bẑ

t−1k
π,ẑ
t−1 + (Aẑ

t−1 + bẑ
t−1K

π,ẑ
t−1)τt−1,i,

Σs,t−1 + bẑ
t−1Σ

π,ẑ
a,t−1b

ẑT
t−1 + (Aẑ

t−1 + bẑ
t−1K

π,ẑ
t−1)Σt−1,i(A

ẑ
t−1 + bẑ

t−1K
π,ẑ
t−1)

T
)
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dual

L(µt, Vt, α) =
∑
z

∫
s
V1(s, z)p1(s, z)ds+ αϵ

=
∑
z

∑
i

w1,i(z)

∫
s
N (s|τ1,i,Σ1,i)(s

TVz
1s+ sTvz

1 + vz1)ds+ αϵ

=
∑
z

∑
i

w1,i

(
(τ1,i)

TVz
1(τ1,i) + (τ1,i)

tvz
1 + vz1 +Tr(Vz

1Σ1,i)
)
+ αϵ
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B. Robustify Gaussians

max
∫
s
C(s)ds− α

∫
s
q(s) log

q(s)

µ(s)
ds

s.t.
∫
s
q(s)ds = 1

L =

∫
s
C(s)q(s)ds− α

∫
s
q(s) log

q(s)

µ(s)
ds+ λ(1−

∫
s
q(s)ds)

∂L

∂q
=

∫
a
C(s)− α(log(

q(s)

µ(s)
) + 1)− λ = 0

q(s) = µ(s) exp

(
1

α
[C(s)− λ− α]

)
∂L

∂λ
= 0:

1 =

∫
s
q(s)ds

1 =

∫
s
µ(s) exp

(
1

α
[C(s)− λ− α]

)
ds

exp(
λ

α
+ 1) =

∫
s
µ(s) exp

(
1

α
C(s)

)
ds

λ = α

(
−1 + log

(∫
s
µ(s) exp

(
1

α
C(s)

)
ds

))
plug λ back in q:

q(s) = µ(s) exp

(
1

α

[
C(s)− α

(
−1 + log

(∫
s
µ(s) exp

(
1

α
C(s)

)))
− α

])
q(s) = µ(s) exp

(
1

α
C(s)

)
exp

(
− log

(∫
s
µ(s) exp

(
1

α
C(s)

)))
q(s) =

µ(s) exp
(
1
αC(s)

)∫
s µ(s) exp

(
1
αC(s)

)
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For Mixture of gaussians:

q(s) =

∑
iwiµi(s) exp(

1
αC(s))∫

s

∑
iwiµi(s) exp(

1
αC(s))ds

∝
∑
i

wi exp

[
1

α
(C(s) + α logµi(s)

]
=
∑
i

wi exp

[
1

α
(C(s) + α logN (s|τi,Σi)

]
=
∑
i

wi exp

[
1

α

(
sT Ĉs+ sT ĉ+ ĉ+ α

(
−1

2
log |2πΣi| −

1

2
(s− τi)

TΣ−1
i (s− τi)

))]

=
∑
i

wi exp

−1

2
sT (Σ−1

i −
2

α
Ĉ)︸ ︷︷ ︸

Ai

s+ sT (
ĉ

α
+Σ−1

i τi)︸ ︷︷ ︸
ai

+
ĉ

α
− 1

2
log |2πΣi| −

1

2
τTi Σ−1

i τi


=
∑
i

wiN [s|ai,Ai]
∣∣2πA−1

i

∣∣ 12 exp(1

2
aTi A

−1
i ai

)
exp

(
ĉ

α

)
exp

(
−1

2
τiΣ

−1
i τi

)
1

|2πΣi|
1
2

=
∑
i

wiN (s|A−1
i ai,A

−1
i )

∣∣2πA−1
i

∣∣ 12 exp(1

2
aTi A

−1
i ai

)
exp

(
ĉ

α

)
exp

(
−1

2
τiΣ

−1
i τi

)
1

|2πΣi|
1
2

=
∑
i

viN (s|A−1
i ai,A

−1
i )

47



C. Robustify Weights

max
∫
s
C(s)

∑
i

viµi(s)ds

s.t.
∑
i

vi = 1

∑
i

vi log

(
vi
wi

)
ds ≤ ϵ

L =

∫
s
C(s)

∑
i

viµi(s)ds− α

(∑
i

vi log

(
vi
wi

)
ds− ϵ

)
− λ

(∑
i

vi − 1

)

∂L

∂vi
=

∫
s
C(s)µi(s)ds− α

(
log

(
vi
wi

)
+ 1

)
− λ = 0

vi = wi exp

[
1

α

(∫
s
C(s)µi(s)ds− λ− α

)]

1 =
∑
i

vi

1 =
∑
i

wi exp

[
1

α

(∫
s
C(s)µi(s)ds− λ− α

)]
1 =

∑
i

wi exp

[
1

α

(∫
s
C(s)µi(s)ds

)]
exp

(
−λ− α

α

)
exp

(
λ

α
+ 1

)
=
∑
i

wi exp

[
1

α

(∫
s
C(s)µi(s)ds

)]

λ = α(−1 + log

(∑
i

wi exp

[
1

α

(∫
s
C(s)µi(s)ds

)])

vi =
wi exp

[
1
α

(∫
sC(s)µi(s)ds

)]∑
iwi exp

[
1
α

(∫
sC(s)µi(s)ds

)]
∫
s
C(s)µi(s)ds =

∫
s
(sTCs+ sT + c)N (s|τi,Σi) ds = τTi Cτi + τic+ c+ tr(CΣi)
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D. Derivation of Worst-Case Distribution

D.1. Optimization Problem

min
Dt(z′|z,z)

T−1∑
t=1

∑
z

∫
s

∫
a
Rt(s,a)µt(s, z)πt(a|s, z)dads+

∑
z

∫
s
µT (s, z)RT (s)ds

s.t.
∑
z

∫
s

∫
a
µt−1(s, z)πt−1(a|s, z)Pt−1(s

′|s,a, z)Dt−1(z
′|z)dads = µt(s

′, z′) ∀s′∀z′,∀t > 1

µ1(s, z) = p1(s, z) ∀s, ∀z∑
z′

Dt(z
′|z) = 1 ,∀z,∀t < T

T−1∑
t=1

∑
z

∑
z′

Dt(z
′|z) log Dt(z

′|z)
Pt(z′|z)

≤ δ

Formulate Lagrangian:

L(µt, Vt, βt, α,Dt) =
T−1∑
t=1

∑
z

∫
s

∫
a
Rt(s,a)µt(s, z)πt(a|s, z)dads+

∑
z

∫
s
µT (s.z)RT (s)ds

+
T−1∑
t=1

∑
z′

∫
s′
Vt+1(s

′, z′)
∑
z

∫
s

∫
a
µt(s, z)πt(a|s, z)Pt(s′|s,a, z)Dt(z

′|z)dadsds′

−
T−1∑
t=1

∑
z′

∫
s′
Vt(s

′, z′)µt(s
′, z′)ds′

+

∫
s

∑
z

V1(s, z)p1(s, z)ds−
∫
s

∑
z

VT (s, z)µT (s, z)ds

+
T−1∑
t=1

∑
z

βt(z)

(∑
z′

Dt(z
′|z)− 1

)

+ α

(
T−1∑
t=1

∑
z

∑
z′

Dt(z
′|z) log Dt(z

′|z)
Pt(z′|z)

− δ

)

Solve Primal problem:
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∂L

∂Dt(z′|z)
=

∫
s′
Vt+1(s

′, z′)

∫
s

∫
a
µt(s, z)πt(a|s, z)Pt(s′|s,a, z)dadsds′ + βt(z) + α

(
log

(
Dt(z

′|z)
Pt(z′|z)

)
+ 1

)
= 0

Dt(z
′|z) = Pt(z

′|z) exp
[
−1
α

(∫
s′
Vt+1(s

′, z′)

∫
s
µt(s, z)

∫
a
πt(a|s, z)Pt(s′|s,a, z)dadsds′ + βt(z) + α

)]

Insert Dt(z
′|z) back in Lagrangian to obtain dual:

L(µt, Vt, βt, α) =
T−1∑
t=1

∑
z

∫
s

∫
a
Rt(s,a)µt(s, z)πt(a|s, z)dads+

∑
z

∫
s
µT (s, z)RT (s)ds

−
T−1∑
t=1

∑
z′

∫
s′
Vt(s

′, z′)µt(s
′, z′)ds′

+

∫
s

∑
z

V1(s, z)p1(s, z)ds−
∫
s

∑
z

VT (s, z)µT (s, z)ds

+
T−1∑
t=1

∑
z

βt(z)(−1)

+ (
T−1∑
t=1

∑
z

−α)− αδ

Calculate β:

1 =
∑
z′

Dt(z
′|z)

1 =
∑
z′

Pt(z
′|z) exp

[
−1
α

(∫
s′
Vt+1(s

′, z′)

∫
s
µt(s, z)

∫
a
πt(a|s, z)Pt(s′|s,a, z)dadsds′ + βt(z) + α

)]
exp(

β

α
+ 1) =

∑
z′

Pt(z
′|z) exp

[
−1
α

(∫
s′
Vt+1(s

′, z′)

∫
s
µt(s, z)

∫
a
πt(a|s, z)Pt(s′|s,a, z)dadsds′

)]

βt(z) =α

(
−1 + log

(∑
z′

Pt(z
′|z) exp

[
−1
α

(∫
s′
Vt+1(s

′, z′)

∫
s
µt(s, z)

∫
a
πt(a|s, z)Pt(s′|s,a, z)dadsds′

)]))
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Insert β back in Lagrangian:

L(µt, Vt, α)

=

T−1∑
t=1

∑
z

∫
s

∫
a
Rt(s,a)µt(s, z)πt(a|s, z)dads+

∑
z

∫
s
µT (s, z)RT (s)ds

−
T−1∑
t=1

∑
z′

∫
s′
Vt(s

′, z′)µt(s
′, z′)ds′

+

∫
s

∑
z

V1(s, z)p1(s, z)ds−
∫
s

∑
z

VT (s, z)µT (s, z)ds

+

T−1∑
t=1

∑
z

−α(log
∑
z′

Pt(z
′|z) exp

(
−1
α

[∫
s′
Vt+1(s

′, z′)

∫
s

∫
a
µt(s, z)πt(a|s, z)Pt(s′|s,a, z)dadsds′

])
− αδ

Derivation of partial derivatives:

∂L

∂α
=− δ +

T−1∑
t=1

∑
z

− log

(∑
z′

Pt(z
′|z) exp

(
−1
α

[∫
s′
Vt+1(s

′, z′)

∫
s

∫
a
µt(s, z)πt(a|s, z)Pt(s′|s,a, z)dadsds′

]))

− α(
∑
z′

Pt(z
′|z) exp

(−1
α

[∫
s′ Vt+1(s

′, z′)
∫
s

∫
a µt(s, z)πt(a|s, z)Pt(s′|s,a, z)dadsds′

])∑
z′ Pt(z′|z) exp

(−1
α

[∫
s′ Vt+1(s′, z′)

∫
s

∫
a µt(s, z)πt(a|s, z)Pt(s′|s,a, z)dadsds′

])
1

α2

∫
s′
Vt+1(s

′, z′)

∫
s

∫
a
µt(s, z)πt(a|s, z)Pt(s′|s,a, z)dadsds′)

=− δ +

T−1∑
t=1

∑
z

− log

(∑
z′

Pt(z
′|z) exp

(
−1
α

[∫
s′
Vt+1(s

′, z′)

∫
s

∫
a
µt(s, z)πt(a|s, z)Pt(s′|s,a, z)dadsds′

]))

− 1

α

∑
z′

Dt(z
′|z)

∫
s′
Vt+1(s

′, z′)

∫
s

∫
a
µt(s, z)πt(a|s, z)Pt(s′|s,a, z)dadsds′

=

T−1∑
t=1

∑
z

(∑
z′

Dt(z
′|z) log

(
exp

(
− 1

α

∫
s′ Vt+1(s

′, z′)
∫
s

∫
a µt(s, z)πt(a|s, z)Pt(s′|s,a, z)dadsds′

)∑
z′ Pt(z′|z) exp

(−1
α

[∫
s′ Vt+1(s′, z′)

∫
s

∫
a µt(s, z)πt(a|s, z)Pt(s′|s,a, z)dadsds′

])))− δ

=
T−1∑
t=1

∑
z

(∑
z′

Dt(z
′|z) log

(
Dt(z

′|z)
Pt(z′|z)

))
− δ

∂L

∂Vt(s, z)
=− µt(s, z)−

∑
ẑ

α

(
Pt−1(z|ẑ) exp

(
− 1

α

∫
s Vt(s, z)

∫
ŝ

∫
â µt−1(ŝ, ẑ)πt−1(â|ŝ, ẑ)Pt−1(s|ŝ, â, ẑ)dâdŝds

)∑
ẑ Pt−1(z|ẑ) exp

(
− 1

α

∫
s Vt(s, z)

∫
ŝ

∫
â µt−1(ŝ, ẑ)πt−1(â|ŝ, ẑ)Pt−1(s|ŝ, â, ẑ)dâdŝds

)
...
−1
α

∫
ŝ

∫
â
µt−1(ŝ, ẑ)πt−1(s|ŝ, â, ẑ)Pt−1(s|ŝ, â, ẑ)dâdŝ

)
=− µt(s, z) +

∑
ẑ

(
Dt−1(z|ẑ)

∫
ŝ

∫
â
µt−1(ŝ, ẑ)πt−1(s|ŝ, â, ẑ)Pt−1(s|ŝ, â, ẑ)dâdŝ

)
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∂L

∂µt(s, z)
=

∫
a
Rt(s,a)πt(a|s, z)da− Vt(s, z)

− α(
∑
z′

Pt(z
′|z) exp

(−1
α

[∫
s′ Vt+1(s

′, z′)
∫
s

∫
a µt(s, z)πt(a|s, z)Pt(s′|s,a, z)dadsds′

])∑
z′ Pt(z′|z) exp

(−1
α

[∫
s′ Vt+1(s′, z′)

∫
s

∫
a µt(s, z)πt(a|s, z)Pt(s′|s,a, z)dadsds′

])
−1
α

∫
s′
Vt+1(s

′, z′)

∫
a
πt(a|s, z)Pt(s′|s,a, z)dads′)

=

∫
a
Rt(s,a)πt(a|s, z)da− Vt(s, z) +

∑
z′

Dt(z
′|z)

∫
s′
Vt+1(s

′, z′)

∫
a
πt(a|s, z)Pt(s′|s,a, z)dads′

Derivatives (Results only):

∂L

∂µt
=

 RT (s,a)− VT (s, z) , t = T∫
aRt(s,a)πt(a|s, z)da− Vt(s, z) +

∑
z′ Dt(z

′|z)Qt(s, z, z
′) , t < T

∂L

∂Vt
=

 −µ1(s, z) + p1(s, z) , t = 1

−µt(s, z) +
∑

ẑDt−1(z|ẑ)
∫
ŝ

∫
â µt−1(ŝ, ẑ)πt−1(s|ŝ, â, ẑ)Pt−1(s|ŝ, â, ẑ)dâdŝ , t > 1

∂L

∂α
=

T−1∑
t=1

∑
z

(∑
z′

Dt(z
′|z) log

(
Dt(z

′|z)
Pt(z′|z)

)
− δ

)
.

Optimality conditions:

µt(s, z) =

 p1(s, z) , t = 1∑
ẑDt−1(z|ẑ)

∫
ŝ

∫
â µt−1(ŝ, ẑ)πt−1(s|ŝ, â, ẑ)Pt−1(s|ŝ, â, ẑ)dâdŝ , t > 1

Vt(s, z) =

 RT (s,a) , t = T∫
aRt(s,a)πt(a|s, z)da+

∑
z′ Dt(z

′|z)Qt(s, z, z
′) , t < T

.
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Put back in Lagrangian

L(µt, Vt, βt, α,Dt)

=−
T−1∑
t=1

∑
z

∫
s
µt(s, z)

∑
z′

Dt(z
′|z)

∫
s′
Vt+1(s

′, z′)

∫
a
πt(a|s, z)Pt(s′|s,a, z)dads′ds

+

∫
s

∑
z

V1(s, z)p1(s, z)ds

− α(δ +

T−1∑
t=1

∑
z

log
∑
z′

Pt(z
′|z) exp

(
−1
α

[∫
s′
Vt+1(s

′, z′)

∫
s

∫
a
µt(s, z)πt(a|s, z)Pt(s′|s,a, z)dadsds′

])

=α

T−1∑
t=1

∑
z

∑
z′

Dt(z
′|z)−1

α

∫
s′
Vt+1(s

′, z′)

∫
s
µt(s, z)

∫
a
πt(a|s, z)Pt(s′|s,a, z)dadsds′

+

∫
s

∑
z

V1(s, z)p1(s, z)ds

− α(δ +

T−1∑
t=1

∑
z

log
∑
z′

Pt(z
′|z) exp

(
−1
α

[∫
s′
Vt+1(s

′, z′)

∫
s

∫
a
µt(s, z)πt(a|s, z)Pt(s′|s,a, z)dadsds′

])

=

∫
s

∑
z

V1(s, z)p1(s, z)ds+ α

(
T−1∑
t=1

∑
z

∑
z′

Dt(z
′|z) log

(
Dt(z

′|z)
Pt(z′|z)

)
− δ

)

D.2. LQG Assumptions

The forward pass is the same as in the maximization. Here we focus on the backward pass.

Pt(s′|s,a, z) =N (s′|Az
t s+ bz

Ta+ czT ,Σ
z
s′,t)

πt(a|s, z) =N (a|Kz
t s+ kz

t ,Σ
z
a,t)

Rt(s,a) =(g − s)TMt(g − s) + aTHta

µt(s, z) =
∑
i

wt,i(z)N (s|τt,i,Σt,i)

Starting with VT (s, z) = RT (s), we can calculate QT and then DT . Using these we can calculate VT−1 and
repeat. In the following the closed-form solution for these three functions are calculated.
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Compute Q-Function

Qt(s, z, z
′) =

∫
s′
Vt+1(s

′, z′)

∫
a
πt(a|s, z)Pt(s′|s,a, z)dads′

=

∫
s′

(
s′
T
Vz′

t+1s
′ + s′

T
vz′
t+1 + vz

′
t+1

)∫
a
N (a|Kz

t s+ kz
t ,Σ

z
a,t)N (s′|Az

t s+ bz
ta+ czt ,Σ

z
s′,t)dads

′

=

∫
s′

(
s′
T
Vz′

t+1s
′ + s′

T
vz′
t+1 + vz

′
t+1

)
N (s′|Az

t s+ bz
t (K

z
t s+ kz

t ) + czt ,Σ
z
s′,t + bz

tΣ
z
a,tb

z,T
t )ds′

=(Az
t s+ bz

t (K
z
t s+ kz

t ) + czt )
TVz′

t+1(A
z
t s+ bz

t (K
z
t s+ kz

t ) + czt ) + (vz′
t+1)

T (Az
t s+ bz

t (K
z
t s+ kz

t ) + czt )

+ Tr(Vz′
t+1(Σ

z
s′,t + bz

tΣ
z
a,tb

z,T
t )) + vz

′
t+1

=sTQz,z′

t s+ sTqz,z′

t + qz,z
′

t

where

Qz,z′

t =(Az
t + bz

tK
z
t )

TVz′
t+1(A

z
t + bz

tK
z
t )

qz,z′

t =2(Az
t + bz

tK
z
t )

TVz′
t+1(b

z
tk

z
t + czt ) + (Az

t + bz
tK

z
t )

Tvz′
t+1

qz,z
′

t =(bz
tk

z
t + czt )

TVz′
t+1(b

z
tk

z
t + czt ) + (bz

tk
z
t + czt )v

z′
t+1 +Tr(Vz′

t+1(Σ
z
s′,t + bz

tΣ
z
a,tb

z,T
t )) + vz

′
t+1

Compute Dt(z
′|z)

Dt(z
′|z) =

Pt(z
′|z) exp

[−1
α

∫
s µt(s, z)Qt(s, z, z

′)ds
]∑

z′ Pt(z′|z) exp
[−1

α

∫
s µt(s, z)Qt(s, z, z′)ds

]
=

Pt(z
′|z) exp

[
−1
α

∫
s(
∑

iwt,i(z)N (s|τt,i,Σt,i))(s
TQz,z′

t s+ sTqz,z′

t + qz,z
′

t )ds
]

∑
z′ Pt(z′|z) exp

[
−1
α

∫
s(
∑

iwt,i(z)N (s|τt,i,Σt,i))(sTQ
z,z′

t s+ sTqz,z′

t + qz,z
′

t )ds
]

=
Pt(z

′|z) exp
[
−1
α

∑
iwt,i(z)

(
τTt,iQ

z,z′

t τt,i + τTt,iq
z,z′

t + qz,z
′

t +Tr(Σt,iQ
z,z′

t )
)]

∑
z′ Pt(z′|z) exp

[
−1
α

∑
iwt,i(z)

(
τTt,iQ

z,z′

t τt,i + τTt,iq
z,z′

t + qz,z
′

t +Tr(Σt,iQ
z,z′

t )
)]

Compute V

Vt(s, z) =

∫
a
Rt(s,a)πt(a|s, z)da+

∑
z′

Dt(z
′|z)Qt(s, z, z

′)

=

∫
a

(
(g − s)TMt(g − s) + aTHta

)
N (a|Kz

t s+ kz
t ,Σ

z
a,t)da+

∑
z′

Dt(z
′|z)Qt(s, z, z

′)

=(g − s)TMt(g − s) + (Kz
t s+ kz

t )
THt(K

z
t s+ kz

t ) + Tr(HtΣ
z
a,t)

+
∑
z′

Dt(z
′|z)(sTQz,z′

t s+ sTqz,z′

t + qz,z
′

t )

=sTVz
t s+ sTvz

t + vzt
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where

Vz
t =Mt + (Kz

t )
THtK

z
t +

∑
z′

Dt(z
′|z)Qz,z′

t

vz
t =− 2Mtg + 2Kz,T

t Htk
z
t +

∑
z′

Dt(z
′|z)qz,z′

t

vzt =gTMtg + kz,T
t Htk

z
t +Tr(HtΣ

z
a,t) +

∑
z′

Dt(z
′|z)qz,z

′

t
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E. Barycentric Interpolation

min
Ht(z′|z)

λ
T−1∑
t=1

∑
z

∑
z′

Ht(z
′|z) log

(
Ht(z

′|z)
Dt(z′|z)

)
+ (1− λ)

T−1∑
t=1

∑
z

∑
z′

Ht(z
′|z) log

(
Ht(z

′|z)
Pt(z′|z)

)
s.t.
∑
z′

Ht(z
′|z) = 1, ∀z, t < T,

L = λ
T−1∑
t=1

∑
z

∑
z′

Ht(z
′|z) log

(
Ht(z

′|z)
Dt(z′|z)

)
+ (1− λ)

T−1∑
t=1

∑
z

∑
z′

Ht(z
′|z) log

(
Ht(z

′|z)
Pt(z′|z)

)
+ βt(z)(

∑
z′

Ht(z
′|z)− 1)

∂L

∂H
= λ

(
log

Ht(z
′|z)

Dt(z′|z)
+ 1

)
+ (1− λ)

(
log

Ht(z
′|z)

Pt(z′|z)
+ 1

)
+ βt(z)

= λ

(
log

Ht(z
′|z)

Dt(z′|z)

)
+ (1− λ)

(
log

Ht(z
′|z)

Pt(z′|z)

)
+ βt(z)

= log

(
Ht(z

′|z)λHt(z
′|z)1−λ

Dt(z′|z)λPt(z′|z)1−λ

)
+ βt(z)

= log

(
Ht(z

′|z)
Dt(z′|z)λPt(z′|z)1−λ

)
+ βt(z)

Setting to zero

log

(
Ht(z

′|z)
Dt(z′|z)λPt(z′|z)1−λ

)
= −βt(z)

Ht(z
′|z) = Dt(z

′|z)λPt(z
′|z)1−λ exp(−βt(z))
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Calculating beta:

1 =
∑
z′

Ht(z
′|z)

1 =
∑
z′

Dt(z
′|z)λPt(z

′|z)1−λ exp(−βt(z))

exp(βt(z)) =
∑
z′

Dt(z
′|z)λPt(z

′|z)1−λ

βt(z) = log

(∑
z′

Dt(z
′|z)λPt(z

′|z)1−λ

)

back in H:

Ht(z
′|z) = Dt(z

′|z)λPt(z
′|z)1−λ∑

z′ Dt(z′|z)λPt(z′|z)1−λ
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