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• Project Timeline
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20-00-0628  IP Lernende Roboter, Teil 1+2 

A Semester in the Life of a PhD!

Among the most important questions ever: continue the research road to a Ph.D. (=Dr.)?

The personal and professional advantages are enormous!

An exciting life: 
• follow your ideas & dreams...
• actively acquire knowledge and refine it…
• enjoy international conferences and visits with collaborators around the world…

• However, it ain’t for everybody!

• Your Master’s thesis will already decide on your chances!

●  Do you wanna figure out whether there is a researcher in you?  



Literature Review



Theoretical Investigations



Implement Algorithms



Experimentation



Write a Scientific Paper



Do a Mini-Conference!



What We Offer....

We offer you a glimpse how life as a researcher in robot learning is like

• Use the knowledge from the robot learning lecture right away

• Decide what problem you are interested in and implement it in our simulator

• Write a scientific paper with a team

• Have a mini-conference at the semester’s end

• Good projects can be continued as a Masters or Bachelors theses 

• You are trying out how research life is like!



Background (technical) Knowledge

• Is very project-dependent

• But might help if you have:

• Mathematics from the first semesters (calculus, statistics)

• Programming (project dependent, usually C/C++, Python)

• Computer science fundamentals (algorithms)

• Simultaneous or previous attendance of the Statistical Machine Learning and Robot 

Learning lectures is very helpful!

• Most important is that you have a wish to learn new topics!



The Timeline



The Timeline

1. Choose a project, email an IP coordinator and supervisors (Until 23.10.2022)

2. Topic Assignment (30.10.2022)

3. Work on the project…

4. Write up results into a paper (06.03.2023)

5. Peer review (15.03.2023)

6. Final submission (24.03.2022)

7. Presentation to the group (mini-conference) (28.03.2023)



The Projects



Memory-Free Continual Learning

Supervisor: Ahmed Hendawy, Carlo D’Eramo
Motivation:

• Can Deep Learning (DL) models continually learn?
• Once new task is encountered → DL models forget the learned tasks 
• Absence of the previous tasks’ data → Parameter shift
• Why do not we replay the old data? →Expensive or Privacy

Objective:
• Alleviate the forgetting without saving old data in the raw format (e.g. images).
• Model the old data as a distribution [1], or a subspace [2].
• Supervised learning →Reinforcement Learning (RL) (optional) 

Requirements:
• Good programming skills in Python
• Prior knowledge in DL and RL

[1] Shin, Hanul, et al. "Continual learning with deep generative replay." Advances in neural information processing systems 30 (2017).
[2] Saha, Gobinda, Isha Garg, and Kaushik Roy. "Gradient projection memory for continual learning." arXiv preprint arXiv:2103.09762 (2021).
[3] Yu, Tianhe, et al. "Meta-world: A benchmark and evaluation for multi-task and meta reinforcement learning." Conference on robot learning. PMLR, 2020.

θold
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Learn to play Tangram

Supervisor: Kay Hansel, Niklas Funk

Solving the game of Tangram is challenging:

• Combinatorial burden
• Requires high- and low-level reasoning
• Approach should generalize to different shapes

Goal:

• Exploit a combination of powerful graph-based 
representations (GNNs) & (multi-agent) RL for solving the task

[1] Funk et al. Learn2Assemble with Structured Representations and Search for Robotic Architectural 
Construction. Conference of Robot Learning, 2021.
[2] Wenlong et al. One policy to control them all: Shared modular policies for agent-agnostic control. 
Proceedings of Machine Learning Research, 2020.



Tactile Environment Interaction

Supervisor: Niklas Funk

Sense of touch is essential, and has the potential to severely 
improve robotic systems through enabling environment 
interaction!

Idea:
- Exploit vision-based tactile sensor [1,2] mounted on robot to 

interact with objects
Goal:

- Create classification pipeline that outputs whether object is 
static or moveable 

[1] Lambeta, Mike, et al. "DIGIT: A novel design for a low-cost compact high-resolution tactile sensor 
with application to in-hand manipulation."
[2] Belousov, Boris, et al. "Building a library of tactile skills based on fingervision."



Learning Bimanual Robotic Grasping

Supervisors: Julen Urain, Alap Kshirsagar

Motivation: 
Bimanual grasps are required for manipulation of large, 
deformable, fragile objects

Goals: 
Learn bimanual robotic grasps from dataset of dual-arm 
grasps [1]

Requirements: 
Good programming in python, 
Prior knowledge of RL/IL (optional)

[1] Zhai, Guangyao, et al. "DA2: Dataset: Toward Dexterity-Aware Dual-Arm Grasping." IEEE 
Robotics and Automation Letters 7.4 (2022)



Kinematically Constrained Humanlike Bimanual Robot Motion

Supervisors: Alap Kshirsagar, Vignesh Prasad

Motivation and Objective:
● While there have been advances towards imitation learning with movement 

primitives, for bimanual object carrying tasks, enforcing (Inverse-)Kinematic 
constraints for accurate behaviours is needed

● Objective: Explore methods for task space Inverse-Kinematic adaptation of learnt 
object carrying behaviours

Project Goals:
● Study literature on bimanual robot motion generation and task space adaptation of 

Learning-by-Demonstration approaches
● Implement and train models on an existing bimanual motion dataset for baseline 

behaviours
● Incorporate Inverse Kinematic task space adaptation when applying the learnt 

behaviours on a robot

Requirements
● Good programming skills in Python
● Basic Experience with AI/Machine Learning

Gomez-Gonzalez et al. "Adaptation and robust learning of probabilistic movement primitives." IEEE Transactions on Robotics 36.2 (2020)
Campbell, J., and Amor, H. B. "Bayesian interaction primitives: A slam approach to human-robot interaction." Conference on Robot Learning (2017)

Learning
from

demonstration

https://arxiv.org/abs/1808.10648
http://proceedings.mlr.press/v78/campbell17a/campbell17a.pdf


Characterizing Fear-induced Adaptation of Balance by IRL

Supervisor: Alap Kshirsagar, Firas Al-Hafez

Motivation: 
• Fear of falling has been found to correlate with increased sway in elderly 

adults [1]
• Q: How do computational goals underlying balance control change under 

fear?

Goal:  
• Use Inverse Reinforcement Learning to infer human postural control goals

Requirements: 
• Good Python programming, hands on experience with RL (preferred), 

experience with simulators (e.g., MuJoCo) (preferred)

[1] Davis, Justin R., et al. "The relationship between fear of falling and human postural control." Gait & 
posture 29.2 (2009): 275-279.



Interactive Semi-Supervised Action Segmentation
Supervisors: Lisa Scherf, Vignesh Prasad, Felix Kaiser

Motivation and Objective:
● To transfer behaviours from humans to robots, understanding underlying actions in a 

task enables learning in a modular fashion and allows non-experts to teach robots
● Unsupervised Action Segmentation achieves this and needs low manual effort but 

fails to find ideal semantically relevant clusters [1, 2]
● Objective: Use human interactive input to improve the Action Segmentation in a 

semi-supervised manner.

Project Goals:
● Explore Literature on Un-/Semi- Supervised Action Segmentation 

and benchmark different approaches on an existing dataset.
● Develop a User Interface for interactive feedback.
● Improve the implemented algorithms iteratively with user feedback.
● Transfer learned demonstration to a robot.

Requirements
● Good programming skills in Python
● Basic Experience with AI/Machine Learning

[1] SSCAP: Self-supervised Co-occurrence Action Parsing for Unsupervised Temporal Action Segmentation, Wang et al, WACV 2022
[2] Nagano et al. "HVGH: unsupervised segmentation for high-dimensional time series using deep neural compression and statistical generative model." Frontiers in Robotics and AI (2019).
[3] https://telekinesis.ai

In cooperation with 

[3]

https://arxiv.org/pdf/2105.14158.pdf
https://www.frontiersin.org/articles/10.3389/frobt.2019.00115/full


System identification and control for Telemax manipulator 

Supervisor: Junning Huang, Davide Tateo

Motivation:

• System of Telemax is hard to identify: weird dynamics exists because 

of  the joystick control. 

• Control the manipulator is hard: the system is not a control-affine 

system, the dynamics is non-linear with respect to control input.

Goal:

• Grey-box model system identification for Telemax robot 

• Learning to control for the Telemax manipulator with reinforcement 

learning

Requirements

• Good programming skills in Python

• Basic Experience with reinforcement learning, nonlinear system 

identification and control
[1] End-to-End Learning of Hybrid Inverse Dynamics Models for Precise and Compliant 

Impedance Control



Tactile Active Exploration of Object Shapes

Supervisor: Tim Schneider, Boris Belousov, Alap Kshirsagar

How do humans/robots utilize the sense of touch
to understand object properties?

Idea:
- Start with a baseline on contour following [1]
- Exploit active inference with tactile data [2]

Goal:
- Generate explorative motions of the robot
- Compare to known strategies of humans

[1] Lepora, N. F., Lin, Y., Money-Coomes, B., & Lloyd, J. (2022). Digitac: A digit-tactip hybrid tactile sensor for comparing low-cost 
high-resolution robot touch. IEEE Robotics and Automation Letters, 7(4), 9382-9388.
[2] Schneider, T., Belousov, B., Abdulsamad, H., & Peters, J. (2022). Active Inference for Robotic Manipulation. arXiv preprint 
arXiv:2206.10313.

http://www.youtube.com/watch?v=EPPJo1Oopso


Homework (due end of day Sunday, 23.10.2022)

Write a short paragraph to answer the following questions:

1) Which project would you like to try and why?

2) Why do you think this project is important?

3) What helpful background do you have for the project and what makes you special for that 

project?

4) Your academic aspirations: 1 semester? 2 semesters? Future thesis?

The participants can only send two such proposals to our PhD students.
Please specify your priority for the two projects.
If you already have a group, please send a joint email.
                 ~Email niklas.funk@tu-darmstadt.de (cc) + supervisors with proposals~
After a meeting with the potential supervisor(s), topics will be assigned to students.                  

Unfortunately, some students might not get topics!

mailto:niklas.funk@tu-darmstadt.de

