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A Semester in the Life of a PhD!

Among the most important questions ever: continue the research road to a Ph.D. (=Dr.)?
The personal and professional advantages are enormous!
An exciting life:

e follow your ideas & dreams...

e actively acquire knowledge and refine it...
¢ enjoy international conferences and visits with collaborators around the world...

e However, it ain’t for everybody!

¢ Your Master’s thesis will already decide on your chances!

e Do you wanna figure out whether there is a researcher in you?



Literature Review

A survey on the foundations of robust adversarial

reinforcement learning

Janosch Moos Kay Hansel
Department of Computer Science Department of Computer Science
TU Darmstadt TU Darmstadt
Darmstadt, 64289 Darmstadt, 64289
janosch .moos@stud. tu-darmstadt.de kay.hansel@stud _tu-darmstadt.de

Abstract

Reinforcement learning algorithms are Kknown to struggles with robustness and
genem\ization {o environment changes in terms of uncertainty and parameter
perturbations. Different methods have been proposed to adapt approaches of robust
control to reinforcement learning. In this paper, we show how reinforcement

learning correlates t© optimal and
used to express robust control as

robust control and how differential games can be
a fight between the controller and a disturbing

adversary. We discuss the transition from {ime-continuous differential games 10

time discrete Markov games and
a Nash equilibrium. Finally, we

multi-agent reinforcement Jearning solutions as
explain the adversarial reinforcement learning

setting as @ two-player case of multi-agent reinforcement Jearning and how state-of-
art-research utilizes games for robustness in reinforcement learning. This approach
has proven to increase the performance of reinforcement |earning across different
{est scenarios and reduce the impact of parameter perturbations between training
and test scenarios as well as simulation and real world.
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T .
heoretical Investigations

Like\i\\ood-t‘ree Inference in Reinforcemem Learning:
S‘\m-to-Rea\ App\'\caﬁons

Relation to REPS an
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Abstract
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Implement Algorithms

Development and Implementation of an Approach for | ] PO -
Multi-Object Tracking in the Context of Autonomous ‘
Driving

I

Tomis Pinto " PN — \

Intelligent Autonomous Systems
TU Darmstadt, Germany
tomasApinto@stud.tu-darmstadt.de e
0 —

Abstract Figure 2: Tracking res
ng results on a KITTI dataset sc

As the level of automation in vehicles increases, there is the need for a decision- set seene.
making system that can operate autonomously in increasingly complex scenarios
such as crowded streets or heavy traffic situations. Perceiving the dynamics of
moving objects in the environment in real time is, therefore, a crucial component
to enable autonomous driving vehicles. In this work, it is presented a unified
framework of multi-object detection and tracking using 3D LIDAR, where detected
clusters in the point cloud are used for tracking an unknown number of objects in
the scene using a GM-PHD filter. The cvaluation results using the KITTI dataset
on ROS environment shows that this proposed framework for multi-object tracking
can achieve promising real-time performance on complex urban situations.
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Experimentation

Enhancing Intention Aware Movement Primitives

Artur Kruk, Yanhua Zhang
Department of Computer Science
Technology Universtiy of Darmstadt
Karolinenplatz 5, Darmstadt 64289
artur . kruk@stud. tu-darmstadt.de
yanhua. zhang@stud. tu-darmstadt.de

Abstract

y operate ata safe distance from humans but also
have closer contact with them. To provide a comfortable human-robot coopera-
tion, the robot is desirable to dynamically adapt its movements t0 not disrupt the
workflow of its partner. The goal of this work is hereby to allow the robot to infer
human’s intention and predict its future movements based on a few early obser-
vations of human motion. Probabilistic movement primitives (ProMPs) provide
a theoretical framework to model variability and inherent correlation of human
motions. In this work, we are therefore learning ProMPs to predict human inten-
tions in terms of most likely future trajectories, based on prior observed motion
data. Compared t0 prior work that relied on linear ‘motion models, the learned
ProMPs can hereby improve the accuracy and stability of real-time motion pre-
dictions. In particular, we compare tWo different approaches of incorporating
ProMPs for the prediction of trajectories with partial observations: First, a method
which conditions the weight distribution of learned ProMPs to match the early
observed data points and, second, an Expccmion-Maximizmion based algorithm
which allows for learning from trajectory with missing data and accounts for the
spalia\-wmpoml variability of the demonstrations. Experimental evaluations on

tion data of 25 subjects show a better performance of the first

recorded human mol
method. A trajectory prediction close to ground truth can already be made after

observing 30 percent of trajectory points.
keywords: human-robot cooperation,
ProMPs

In the future, robots will not onl

trajectory prediction, intention-aware

4 3
Experimental evaluation

In this section, we first describe the set up of experiment:
robot in the ex: Timents of a user study cted b

pe! ts of a user study conducted Yy
1¢ recorded data collected in the user study.
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Write a Scientific Paper

No 12 CONCENTMIC STHUOOTURSS SURNOUNDING LUNAR NSNS

b WK Haxrsonw ad G P Kiress
2,

Jure

L

s buve becn tandlar
Abai Muvsies, arcvng for
I
u of rhipen

€, a8 3 beckas
thet undrase, it reeghly e
Well knoam shio are

¥ s an) degressions antroend
trbwias, tungh e « ) oo
u the lrsbitami apstors e Neutarn

s 93l chonc

Tiw [T ——
projeciad o0 & buge white globe, wilh the reads-

wl

oy " o prodneiesd sefaiaenivge. e
brought 02 Dykt woscd a8biaenl Wrsiases of the
dam. Thn Comv e ]

Qe

of coesphal
dun appeans | R
Pt pheacyia
3 2% ibown Wi
dole with topoygrsphic reaps Saw
e T
whaes mhopid by 1k
wead Usban {19621 m Prkeley, in
Soppleanntary Bree photagiashs
el ) with morty op sk, ane addad b ¢
The prescet repurt dhacumes conale
of the vlag rvetares, Moee deadad
¥ 1o lidhre

1 aczere

[

L WalKnaws Stnsctums! Fasiore
of Luwar Basku
whes of the Be

e wh

1en
w of Mare Cristam, which sl Gy
hdnd 1o hewr vmm A

wa

rectfad phaonograph of the mare is fousd 1a ”
121 N s ©
webom wak reacrbbe 3 gant crabe, o
Ms ok ot of the were. The
o Wak i o titly eroades by
elhgnical, wih 1b make sus B-W
o sgoeal with rasdul o
e el shoam ie Paw 121 &

&
Bdng the desp busin forwed by ¢ S
et

¢

wure ol o

The beesch is
Ay varned

»tth of dw Mare oy
centric wih) 1he
»racteres ars ¥

ot
e

caatye of B
e | Phaes

1 Muve Nectarin

T 122 aexd 123 bre @ mn
moreiag aead e slosase Ihevire
fed, ¥hawrag Mare
tarm, O
Dlran) i 1he padt ¢

ecxark
hete v

e
trent () contiase norty




Do a Mini-Conference!




What We Offer....

We offer you a glimpse how life as a researcher in robot learning is like

Use the knowledge from the robot learning lecture right away

Decide what problem you are interested in and implement it in our simulator
Write a scientific paper with a team

Have a mini-conference at the semester’s end

Good projects can be continued as a Masters or Bachelors theses

You are trying out how research life is like!




Background (technical) Knowledge

® Is very project-dependent
e But might help if you have:
e Mathematics from the first semesters (calculus, statistics)
e Programming (project dependent, usually C/C++, Python)
e Computer science fundamentals (algorithms)
e Simultaneous or previous attendance of the Statistical Machine Learning and Robot
Learning lectures is very helpful!

¢ Most important is that you have a wish to learn new topics!



The Timeline




The Timeline

1. Choose a project, email an IP coordinator and supervisors (Until 23.10.2022)
2. Topic Assignment (30.10.2022)

3. Work on the project...

4. Write up results into a paper (06.03.2023)

5. Peer review (15.03.2023)

6. Final submission (24.03.2022)

7. Presentation to the group (mini-conference) (28.03.2023)



The Projects




Memory-Free Continual Learning

Supervisor: Ahmed Hendawy, Carlo D’'Eramo S
Motivation:
e Can Deep Learning (DL) models continually learn? IA
* Once new task is encountered — DL models forget the learned tasks B0

* Absence of the previous tasks' data — Parameter shift

*  Why do not we replay the old data? —Expensive or Privacy
Objective:

* Alleviate the forgetting without saving old data in the raw format (e.g. images).

* Model the old data as a distribution [1], or a subspace [2]. .

e Supervised learning —Reinforcement Learning (RL) (optional) ﬂ ﬁ i ﬁ ‘
d

ReqUirementS: button press door open drawer close drawer open peg insert
side

* Good programming skills in Python
* Prior knowledge in DL and RL

reach

window open window close

pick place push

[1] Shin, Hanul, et al. "Continual learning with deep generative replay." Advances in neural information processing systems 30 (2017). [3]
[2] Saha, Gobinda, Isha Garg, and Kaushik Roy. "Gradient projection memory for continual learning." arXiv preprint arXiv:2103.09762 (2021).
[3] Yu, Tianhe, et al. "Meta-world: A benchmark and evaluation for multi-task and meta reinforcement learning." Conference on robot learning. PMLR, 2020.



Learn to play Tangram

Supervisor: Kay Hansel, Niklas Funk

Solving the game of Tangram is challenging:

« Combinatorial burden
« Requires high- and low-level reasoning .
« Approach should generalize to different shapes

Goal:

« Exploit a combination of powerful graph-based
representations (GNNs) & (multi-agent) RL for solving the task

[1] Funk et al. Learn2Assemble with Structured Representations and Search for Robotic Architectural
Construction. Conference of Robot Learning, 2021.

[2] Wenlong et al. One policy to control them all: Shared modular policies for agent-agnostic control.
Proceedings of Machine Learning Research, 2020.

t =100

t=110

t=121




Tactile Environment Interaction

Supervisor: Niklas Funk

Sense of touch is essential, and has the potential to severely
improve robotic systems through enabling environment
interaction!

ldea:
- Exploit vision-based tactile sensor [1,2] mounted on robot to
interact with objects
Goal:
- Create classification pipeline that outputs whether object is
static or moveable

[1] Lambeta, Mike, et al. "DIGIT: A novel design for a low-cost compact high-resolution tactile sensor
with application to in-hand manipulation.”
[2] Belousov, Boris, et al. "Building a library of tactile skills based on fingervision."




Learning Bimanual Robotic Grasping

Supervisors: Julen Urain, Alap Kshirsagar

Motivation:
Bimanual grasps are required for manipulation of large,
deformable, fragile objects

Goals:
Learn bimanual robotic grasps from dataset of dual-arm

grasps [1]

Requirements:
Good programming in python,
Prior knowledge of RL/IL (optional)

[1] Zhai, Guangyao, et al. "DA2: Dataset: Toward Dexterity-Aware Dual-Arm Grasping." IEEE
Robotics and Automation Letters 7.4 (2022)



Kinematically Constrained Humanlike Bimanual Robot Motion

Supervisors: Alap Kshirsagar, Vignesh Prasad

Motivation and Objective: Learning =
e While there have been advances towards imitation learning with movement from [;7]
primitives, for bimanual object carrying tasks, enforcing (Inverse-)Kinematic emonStrat'onf . 44
constraints for accurate behaviours is needed L 4 p
e Objective: Explore methods for task space Inverse-Kinematic adaptation of learnt :
object carrying behaviours =
Project Goals: T~
e  Study literature on bimanual robot motion generation and task space adaptation of T —
Learning-by-Demonstration approaches
e Implement and train models on an existing bimanual motion dataset for baseline
behaviours
e Incorporate Inverse Kinematic task space adaptation when applying the learnt '
behaviours on a robot
Requirements
e  Good programming skills in Python
e Basic Experience with Al/Machine Learning TS

Gomez-Gonzalez et al. "Adaptation and robust learning of probabilistic movement primitives." IEEE Transactions on Robotics 36.2 (2020

Campbell, J.. and Amor, H. B. "Bayesian interaction primitives: A slam approach to human-robot interaction." Conference on Robot Learning (2017)



https://arxiv.org/abs/1808.10648
http://proceedings.mlr.press/v78/campbell17a/campbell17a.pdf

Characterizing Fear-induced Adaptation of Balance by IRL

Supervisor: Alap Kshirsagar, Firas Al-Hafez

Motivation:
* Fear of falling has been found to correlate with increased sway in elderly

adults [1]
* Q:How do computational goals underlying balance control change under

fear?

Goal:
» Use Inverse Reinforcement Learning to infer human postural control goals

Requirements:
* Good Python programming, hands on experience with RL (preferred),
experience with simulators (e.g., MuJoCo) (preferred)

[1] Davis, Justin R., et al. "The relationship between fear of falling and human postural control." Gait &
posture 29.2 (2009): 275-279.



Interactive Semi-Supervised Action Segmentation

Supervisors: Lisa Scherf, Vignesh Prasad, Felix Kaiser

Motivation and Objective:
e To transfer behaviours from humans to robots, understanding underlying actions in a
task enables learning in a modular fashion and allows non-experts to teach robots
e Unsupervised Action Segmentation achieves this and needs low manual effort but
fails to find ideal semantically relevant clusters [1, 2]
e Objective: Use human interactive input to improve the Action Segmentation in a
semi-supervised manner.

Project Goals:
e  Explore Literature on Un-/Semi- Supervised Action Segmentation
and benchmark different approaches on an existing dataset.
e Develop a User Interface for interactive feedback.
e Improve the implemented algorithms iteratively with user feedback.
e Transfer learned demonstration to a robot. In cooperation with

Requirements
e  Good programming skills in Python
e Basic Experience with Al/Machine Learning

[1] SSCAP: Self-supervised Co-occurrence Action Parsing for Unsupervised Temporal Action Segmentation, Wang et al, WACV 2022
[2] Nagano et al. "HVGH: unsupervised segmentation for high-dimensional time series using deep neural compression and statistical generative model." Frontiers in Robotics and Al (2019).

[3] https://telekinesis.ai



https://arxiv.org/pdf/2105.14158.pdf
https://www.frontiersin.org/articles/10.3389/frobt.2019.00115/full

System identification and control for Telemax manipulator

Supervisor: Junning Huang, Davide Tateo
Motivation:
»  System of Telemax is hard to identify: weird dynamics exists because
of the joystick control.
«  Control the manipulator is hard: the system is not a control-affine
system, the dynamics is non-linear with respect to control input.
Goal:

* Grey-box model system identification For Telemax robot
» Learning to control for the Telemax manipulator with reinforcement
learning
Requirements
* Good programming skills in Python
* Basic Experience with reinforcement learning, nonlinear system
identification and control

[1] End-to-End Learning of Hybrid Inverse Dynamics Models for Precise and Compliant
Impedance Control



Tactile Active Exploration of Object Shapes

Supervisor: Tim Schneider, Boris Belousov, Alap Kshirsagar

How do humans/robots utilize the sense of touch

to understand object properties? Comparison via Tactile Servoing
dge following (flower)

- Exploit active inference with tactile data [2]
Goal:

- Generate explorative motions of the robot

- Compare to known strategies of humans

Idea: - — * X
- Start with a baseline on contour following [1] ‘ *

[1] Lepora, N. F.,, Lin, Y., Money-Coomes, B., & Lloyd, J. (2022). Digitac: A digit-tactip hybrid tactile sensor for comparing low-cost
high-resolution robot touch. IEEE Robotics and Automation Letters, 7(4), 9382-9388.

[2] Schneider, T., Belousov, B., Abdulsamad, H., & Peters, J. (2022). Active Inference for Robotic Manipulation. arXiv preprint
arXiv:2206.10313.


http://www.youtube.com/watch?v=EPPJo1Oopso

Homework (due end of day Sunday, 23.10.2022)

Write a short paragraph to answer the following questions:
1) Which project would you like to try and why?
2) Why do you think this project is important?
3) What helpful background do you have for the project and what makes you special for that
project?
4) Your academic aspirations: 7 semester? 2 semesters? Future thesis?
The participants can only send two such proposals to our PhD students.
Please specify your priority for the two projects.
If you already have a group, please send a joint email.
~Email niklas.funk@tu-darmstadt.de (cc) + supervisors with proposals~

After a meeting with the potential supervisor(s), topics will be assigned to students.
Unfortunately, some students might not get topics!



mailto:niklas.funk@tu-darmstadt.de

