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Abstract— Defining the cost function for optimal control
manually is often cumbersome. Instead it is often easier to
demonstrate the desired behavior and learn the cost function
using inverse optimal control. When aiming to match distribu-
tions over features, state of the art methods for inverse optimal
control often suffer dramatically as they are not designed
for matching higher order moments. We therefore present a
new approach for inverse optimal control that is tailored for
matching distributions by minimizing the relative entropy to
a distribution over features. This distribution could be either
estimated based on expert demonstrations for inverse optimal
control, or defined manually for optimal control.

I. MOTIVATION AND PROBLEM DEFINITION

Optimal control computes optimal behavior based on a
given cost function and the dynamics of the system. How-
ever, manually defining a cost function such that the optimal
controller solves the desired task is often cumbersome and
has to be done by experts.

It is often easier to specify a task by providing de-
sired distributions over features. Such distributions can be
either estimated from human demonstration which results
in imitation learning, or they can be specified manually.
In both cases, better generalizations can be achieved by
employing a two-staged approach that first infers a cost
function via inverse optimal control and then computes the
desired behavior via optimal control.

Many approaches for inverse optimal control are based
on matching feature counts in expectation which directly
translates to matching the mean of the observed feature
distribution. Such methods can also be applied for matching
higher-order moments by additionally matching the corre-
sponding products of features in expectation. However, the
feature dimension increases significantly in that progress,
drastically impairing the performance of the algorithm.

Observing that adding artificial features in that manner
looses all information about the relation between the original
and the additional features suggests that this class of prob-
lems can be solved more efficiently by directly formulating
the inverse optimal control problem of matching feature
distributions.

II. RELATED WORK

Yin et al. [1] demonstrate robotic handwriting by first
solving the inverse optimal control problem via stochastic
optimization and afterwards using optimal control to com-
pute the controller. However, their inverse optimal control
formulation does not take into account the system dynamics
during demonstration and hence the resulting controller does
not achieve the desired distribution over trajectories.

Englert et al. 2013 [2] directly learn a controller for match-
ing trajectory distributions by framing imitation learning as
a policy search problem. They use the Kullback-Leibler
divergence between the induced trajectory distribution of
the controller and the target distribution as long-term cost
function and optimize it using the model-based policy search
algorithm PILCO [3]. However, in contrast to our approach,
the optimization is non-convex and computationally heavy.

III. OWN APPROACH AND CONTRIBUTION

Our approach strongly relates to Maximum Entropy In-
verse Reinforcement Learning (MaxEnt-IRL) [4], which pro-
duces a stochastic controller with maximum entropy while
matching the demonstrated feature counts in expectation.
However, instead of matching feature counts, we propose to
minimize the relative entropy to the demonstrated feature
distribution. The corresponding objective of the resulting
optimization problem is given by

maximize
πt(a|s)

T−1∑
t=1

H(πt(a|s))−
T∑
t=2

βtDKL (pt(φ)||qt(φ)) ,

where H(πt(a|s)) denotes the entropy of the controller, βt
is a regularization coefficient trading off the oposing objec-
tives, and DKL (pt(φ)||qt(φ)) denotes the relative entropy
between the feature distribution produced by π, pt(φ), and
the empirical distribution qt(φ).

Interestingly, solving this optimization problem yields the
same gradient as MaxEnt-IRL for βt → ∞, but also yields
a closed form estimate of the reward function

r̃t(φ) = βt (log qt(φ− log p̃t(φ)) + const ,

based on the current estimate of the feature distribution,
p̃t(φ). Optimization based on this estimate is several thou-
sand times faster than L-BFGS based on the gradient in our
preliminary experiments.
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