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Abstract—SGIM (Socially Guided Intrinsic Motivation) is a
hierarchical learning architecture for robot control. It allows
the robot to learn to complete various outcomes with several
strategies in stochastic high-dimensional environments. More
precisely, this interactive learner can actively choose to learn
with strategies where it explores the environment autonomously
guided by intrinsic motivation, or with social guidance. This
algorithmic architecture is hierarchically structured into three
active learning layers: policy space exploration, outcome space
exploration, and strategy selection. The SGIM active learner
automatically discovers and exploits the structure of the envi-
ronment structure as well as the properties of the teachers. It
allows automatic selection of the best teachers for a given task,
and automatic discovery of the manifolds of the outcome space
to allow generalisation (skill transfer) and exploration of new
outcomes.

I. STRATEGIC LEARNING FOR LIFE-LONG LEARNING IN
REAL-WORLD ENVIRONMENTS

For life-long learning of multiple skills by robots, because
of the cost of data acquisition, the learning agent has to
use an efficient data collection strategy. We study how an
active learning agent can achieve varied outcomes in structured
continuous outcome spaces and how he can learn for those
various outcomes which strategy to adopt.

II. A HIERARCHICAL ALGORITHMIC ARCHITECTURE

Details of the architecture can be found in [3].

A. Episodic Reinforcement Learning

SGIM has to choose actively and hierarchically at each
learning episode: 1) which goals in an outcome space
to aim; 2) which data collection strategy to use (self-
exploration/imitation); 3) if he chooses imitation, he chooses
who to imitate.

B. 3-Layered Architecture

Its hierarchical architecture bears three levels. The lower
level explores the policy parameters space to build skills
for determined goal outcomes. The upper level explores the
outcome space to evaluate for which outcomes he makes the
best progress. A meta-level actively chooses the outcome and
data collection strategy that leads to the best competence
progress.

III. SKILL TRANSFER, STRUCTURE OF THE ENVIRONMENT
AND TEACHERS

A. Skill Transfer

We showed in [3] that SGIM can focus on the outcome
where it learns the most, and in [2, 3] that it can choose

the most appropriate associated data collection strategy to
complete new outcomes. The active learner can explore effi-
ciently a composite and continuous outcome space to be able
to generalise for new outcomes of the outcome spaces.

B. Discovery and Exploitation of the Structure of the Envi-
ronment

We showed in [4, 3] that SGIM can also distinguish the
reachable space from unreachable space, and can structure its
exploration according to the levels of difficulty of the different
outcomes, even in stochastic, continuous and high-dimensional
environments like the fishing experiment. In [1], we showed
that the properties of human demonstrations helped the learner
to structure both his policy and outcome space exploration,
even in the case of small discrepancies between the teacher
and the learner.

C. Discovery and Exploitation of the Properties of the Teach-
ers

In [3], we showed that it takes efficient advantage of the
available teachers (with different levels of skills) to improve its
learning performance and coherently selects the best strategy
with respect to the chosen outcome. It is robust even to large
discrepancies between the teacher and the learner.

IV. CONCLUSION

The SGIM algorithmic architecture efficiently and actively
combines autonomous self-exploration and interactive learn-
ing, to address the learning of multiple outcomes, with out-
comes of different types, and with different data collection
strategies. It learns when to ask for demonstration, what kind
of demonstrations (action to mimic or outcome to emulate) and
who to ask for demonstrations, among the available teachers.
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